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Abstract

Scheduling analysis of real time systems has been studieddsy re-
searchers assuming the tasks of the systems have constattcase
execution time bounds during their cycle of execution. Hasvgthis is
not the case in a multiframe task where the execution timé&ldmeidif-
ferent from one instance to another, as in multimedia agpdos like
MPEG.

Some researchers have introduced sufficient schedulingsasafor
a restricted model of multiframe tasks. The contributionghis thesis
present scheduling analysis for a less strict model of fnauftie tasks.
The analysis is presented in two steps. In the first stept exheduling
analysis is presented by response time analysis; where dhs&t vase
response time of multiframe tasks is formulated. This fdaton is
then extended to multiframe tasks that are subjected t&inlgcrelease
jitter and arbitrary deadlines. Another extension of therfolation is
given to cover frame specific deadlines; where a multifraask thas

more than one deadline relative to its frames.

With large systems of multiframe tasks, the exact respansednal-
ysis becomes computationally intractable. So, in the stcep we
present and compare some sufficient approaches that atiadyzehedu-
lability of large systems with multiframe tasks. In thisstee first
study the safety of each approach then we compare them toufirttie
schedulability performance each of them provides.
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1 Introduction

Timing requirements are the basic aspects of real-timesystwhere a real-time sys-
tem, RTS, is a system that is required to react to stimuli ftloenenvironment within
time intervals dictated by the environment [25]. For exagmph application running
on an operating system, like real-time Unix, can be consiiles a real-time system if
it is expected to respond to a command within a defined tingevat. Process control
is another example of a real-time system where the compaterais the operations
of the sensors and actuators to ensure that the correcttiopsrare performed at the
appropriate times. RTSs are divided, according to timirguirements, into:hard
andsoft real-time system# hard real-time system is a system whose responses must
occur within specified deadlines. A soft real-time systera &/stem that functions
correctly if the deadline is occasionally missed [25, 53pn€@ibutions in this thesis

are concerned with hard real-time systems.

From an analysis point of view, a RTS is usually represenyed $et of tasks; and
each task consists of a number of jobs that are executed iolia eyay. Execution
of the tasks is controlled by the operating system using smheduling algorithnis
where the operating system controls and coordinates thefuke hardware among
the various application programs for the user tasks [59, BBbther words, applica-
tion software is usually designed as a number of separdie that are scheduled by
the operating system [67, 63] via the scheduler; which ispdu of the kernel that
determines the next runnable task [46].

The real-time tasks are divided, according to the arrivaes of the tasks, into
periodic tasks and sporadic tasks. The arrival times obperitasks are fixed so that
each task arrives into the system every fixed interval of ticadled a period. On the

1A scheduling algorithm is a set of rules that determine thecesing task at a particular moment
[52)]).
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1 Introduction

other hand, the arrival times of a sporadic task are not fixeslead, the task has a
minimum interval of time to arrive in the system. Within thentributions of this

thesis, we primarily consider periodic tasks.

A basic ordinary periodic real-time task is usually chagasted by three parame-
ters. The first parameter is the execution time of the task#oacterise the time that
this task takes during the execution of its jobs. The secordothe period of the task
to characterise the arrival times of this task. The third isrtbe deadline of the task
to characterise the time in which this task has to completeiecution of its jobs.

Most research considers the execution time of the realtisieas a constant value
for all invocations of its jobs. However, for some real-vebalpplications the execution
times of the task are not constant for all its jobs. We calt#s& whose execution time
could vary from one invocation to the next a multiframe task.

1.1 Multiframe Tasks

The fundamental principle in the real-timeultiframe MF, task is that its worst-case
execution time is different from one invocation to anotHer, instance, a task that
executes with the worst-case execution times of 10ms andi$sad to have two

different frames. An example, found in industrial applicas [26], is a periodic task
that does a small amount of data collection in each periodwmmg a small execution
time, but then summarises and stores this data every n cyslag a much more

expensive algorithm that consumes a larger execution time.

Scheduling research into MF tasks started when Mok and G&rb[/] introduced
this MF concept in 1996 as a generalisation of the classiahdiLayland model [52].
They proposed a utilisation based schedulability tesffjied priority scheduling, un-
der Rate Monotonic, RM, [52] priority assignménThey gave a utilisation bound, as-
suming the execution time sequence of each MF task has auartrestrictive prop-
erty calledAccumulatively MonotonjcAM. Subsequent papers have improved this
utilisation bound but their tests remain inexact (sufficieat not necessary). These
tests and the formal definition of the AM restriction will bergn in Chapter 2.

2In RM priority assignment, the greater period the task Haes|dwer priority it is assigned.
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1.2 Fixed Priority Scheduling

An example of scheduling MF tasks is found within the MPEGingdstandard
where there are three types of video invocations (usuaflyesented by the letters
I, P and B). The I invocation usually takes much more decothiag the others, but
may occur only every 10 invocations. The assumption thanadications are | in-
vocation leads to poor utilisation and the system could bertttically unschedulable
whilst practically it is schedulable. In addition, recgnébme researchers show how
to efficiently utilise MF tasks using Dynamic Voltage ScglilbVS, techniques for
energy-efficient scheduling [74]. Adopting MF tasks in tlgstem reduces the overall
energy consumption of the system without missing its deadli Also, MF tasks may
implement state machines, as in some avionics and autoenapiplications, with a
well defined cycle of behaviour and worst case execution bmends for each state.

1.2 Fixed Priority Scheduling

As scheduling is a fundamental function of an operatingesysio determine the or-
der in which tasks execute, many researches are conceriedhig area to either
construct schedulable systems or to analyze the scheliylafiproposed systems.
The most popular scheduling policies are known as: Fixear®BriScheduling (FPS),
Earliest Deadline First (EDF), and Value Based ScheduMRSfS). This thesis is con-
cerned with scheduling analysis of MF tasks for a fixed ptyastheme.

Fixed priority scheduling, FPS, is a scheme where a prigsiassociated with each
task in the system and the CPU is allocated to the highedtitgrionnable task. In
FPS scheme all invocations of each task are assigned themamigy [53] so the
priority of each task is fixed relative to other tasks in thsteyn.

Fixed priority scheduling is recommended for many years &s able to predict
the ability to meet application response requirements. [54pm this recommenda-
tion, different operating systems support this fixed ptyoscheduling. For exam-
ple, OSCAN, which is a preempti¥eeal-time multitasking operating systénoffers

3In the preemptive systems, if a higher priority task is reé@hduring the execution of a lower priority
task, there is an immediate switch to the higher prioritk &@sd the lower priority task has to wait
until the higher priority task has finished its execution.

4In the preemptive multitasking operating system, taskspaeempted by the scheduler, and this
preemption is accomplished with the aid of a timer inter{@pi.
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1 Introduction

priority-controlled task management [1]. Many commeracpérating systems sup-
port FPS, for example, VxWorks, which is a real-time op&@gsystem, has a priority
based preemptive scheduler[11]. PSOS, which is an objextted operating system,
schedules tasks using priority based criteria [15].

Likewise, there are academic operating systems suppdiBg for example, server
scheduling in the real-time operating system SHaRK can kedan fixed priority
servers [2]. MaRTE [64] is another operating system thapeup FPS. LynxOS
[3], which is POSIX compatible, multitasking operating ®rm, uses priority based
scheduling [15].

1.3 Thesis Goal

The most popular paradigms for analysing the schedulglofiteal time systems are
utilisation analysis and response time analysis. Haviageattributes of a system, the
utilisation based analysis provides a sufficient but noessary scheduling test whilst
response time analysis provides an exact scheduling testany situations. This
thesis is concerned with the exact scheduling analysis rof feal-time systems with
MF tasks supported by preemptive FPS, where a hard realsystem is considered
as schedulable if all its MF tasks meet their relative deedli

Thesis Hypothesis

“The schedulability of real-time systems with multifrarasks can be exactly analysed
using formulated response time analysis that is extensibéewide variety of situa-
tions. Where response time analysis is intractable, appatgnon-optimal heuristics
exist and allow all systems to be analysed.”

As the response time scheduling test is an exact test anddret vase response
time analysis of MF tasks has not been fully studied yet, thjeative of the thesis
is to provide worst case response time analysis of MF task#)esschedulability of
systems with MF tasks can be decided. However, exact regpioms analysis of large
systems with un-restricted MF tasks is intractable, so thermbjective of the thesis

18



1.3 Thesis Goal

is to provide some approaches to determine the schedtyatiliarge systems with
general MF tasks. The objectives of the thesis can be aahiav@ree steps as in the
following:

1. In the first step, we present exact worst case responseatialgsis for systems
with AM multiframe tasks. Analysis in this step starts frontroducing a basic
response time analysis and ends up with the response tinssna AM mul-
tiframe tasks with blocking, release jitter, and arbitrdeadlines (i.e. including
deadline greater than period).

2. Then in the second step, we relax the AM restriction andrekthe response
time analysis to cover non-AM multiframe tasks. In this stepew concept
calledcritical frameis used. In general, testing the schedulability of a set of
MF tasks requires all possible phases of the tasks to be aramivhich leads
to an exhaustive enumeration problem (i.e. an intractatblem). However,
for a particular application, not all invocations may needé examined. We
show how the critical frames, that can give rise to the woeaste response times
of lower priority tasks, can be identified and their usageices the processing
required for the response time analysis. Analysis in thep $$ developed in
two further directions, the first direction is to be applieabb MF tasks with
blocking, release jitter and arbitrary deadline; whilst thecond direction is
to cope with the scenario of having different deadlines pértlikk where the
deadline is relative to the frame of the MF task.

3. Having an intractable scheduling problem for large systavith non-AM mul-
tiframe tasks, some tractable but sufficient approachesn&n@duced in this
step. Three of these tests depend on transforming all martig tasks in the
system into AM tasks, which have only one critical frame, #meh applying
the exact response time formula on the transformed systdine.fourth ap-
proach depends on off-line calculation of the maximum #etence from all
higher priority MF tasks within the deadline of the analysask. These differ-
ent approaches are then compared.

19



1 Introduction

1.4 Thesis Structure

This thesis is divided into nine chapters starting from thisoduction and ending
up with the conclusions of the contributions, whilst chapie between are arranged
according to the dependency and generalisation level. €€h@pdefines the system
model that is used throughout the thesis and presents aib#tstudy of related
research that has been done in fixed priority scheduling dtifnraume tasks.

In Chapter 3, the exact scheduling analysis of a specifidcts model (i.e. Accu-
mulatively Monotonic (AM) model), is given. The goals ofslghapter is to present
the basic response time formula of the AM multiframe taskssirow the performance
of this exact scheduling analysis by a comparison with thetmexent published, but
non-optimal, schedulability analysis. Exact analysisis thapter considers the situ-
ation where tasks share resources, which causes blockithg tdF tasks. Chapter 4
extends the analysis of the AM model, that is given in Chapi¢o include blocking,
release jitter and to cope with the arbitrary deadline scena

Chapter 5 relaxes the restriction of AM and presents thecleasict response time
analysis of non-AM multiframe tasks, where the number ofmiea that have to be
considered in such analysis is reduced using the critiaatérconcept. An evaluation
of this analysis is given in this chapter by investigatingtlumber of critical frames of
randomly generated multiframe tasks. Further, this amiygxtended in Chapter 6 to
again include blocking, release jitter and to cope with ttétieary deadline scenario.

Chapter 7 presents an exact response time analysis of M§; tabkre each frame
of a MF task has its own deadline which could be different frottmer deadlines of
the frames of the same MF task. A new concept callegering framess used in the
analysis to reduce the number of frames that have to be athjysr MF task. An
optimal priority assignment is also considered in this ¢ceap

As the schedulability analysis becomes intractable fgdaystems, Chapter 8 in-
troduces four approaches for sufficient schedulabilityste$ systems with non-AM
multiframe tasks. A comparison between those four appemahpresented in this
chapter to show the percentage of their scheduling perfoceeates.

The final evaluations and conclusions of the contributionsis thesis are given in

20



1.4 Thesis Structure

Chapter 9. Further directions for future work are also pnesetin this chapter.
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2 System Model and Related Work

This chapter defines the model of the basic system that igsedhin this thesis and
provides a review for all related contributions to this ikesThe following section
introduces the basic system model whilst Sections 2.2 aBgiZzsent a historical
review of the related work.

2.1 System Model

The basic system model that is considered in this thesis ysters that consists of
N multiframe tasks that execute on a uniprocessor using genmotive fixed priority
scheduling policy. Each MF task consists, in its turn, of a sequencempfframes
that are distinguished by their execution times; where a Bk,tr;, hasn; worst
case execution timeQik;k = 0..nj — 1. All frames in the same MF task have the
same priority which is represented by the priority of the MBk and these priorities
are assigned according to a priority assignment such asNRatetonic (RM) [52,
45] which is an optimal priority assignment for certain gyss with MF tasks [57].
Priorities of the MF tasks in the system are ordered consetytwith 71 having the
highest priority in the system ang, the lowest priority (i.e. 1 inr; refers to the
highest priority andN in 1y refers to the lowest priority).

MF tasks in the system are permitted to share resourcesgsodbuld be a situation
where the execution of a MF task is stopped by a lower pridagk and we say
that the MF task is blocked by a lower priority task. Howewduge to using some
priority ceiling protocols, a MF task has an opportunity ®ldocked at most once
per invocation during its execution. So, we assume in theehibat each MF task;
is considered to have a maximum blocking time equdjtoFurther explanation for
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2 System Model and Related Work

blocking and priority protocols is given in Section 2.3.2ll gystem overheads such
as context switch are ignored and assumed to be zero as weaeadsat there is an
immediate switch between the MF tasks in the system.

Without loss of generality, we assume that the sequence@Xécution time values
is always within shortest form; whetke shortest form of a sequencés the shortest
sub-sequence when repeated a number of times generategihalsequence. This
Is because from the analysis point of view, the behaviouhefexecution of a MF
task whose execution times consist of repetitive subsexpseis the same as the be-
haviour of the original sequence. For example, the exectighaviour of the MF task
whose execution times are presented by the sequéted, 3,8,1,4,3) is the same
as the execution behaviour of the subsequéBcE 4, 3). The extracted subsequence,
(8,1,4,3), is referred to as the shortest form of the sequéBck 4,3,8,1,4,3).

Frames of the same MF task;, arrive in the system with minimum inter ar-
rival time, T;, and as soon as they have arrived, they are released haveligtiae
deadlineD;. T is presented as constant for all frames of a MF task. So, a MF
task 1; is characterised by a triple C;, T;,D; >, whereC; is a vector ofn; values,

C = (C°,Cl, ..,Ci”i_l), whilst T; andD; are vectors with one value. As an initial re-
striction on the modeD; is considered to be less than or equalitso no execution
(i.e. interference) from the analysed task itself is coms#d when analysing its worst
case response time.

Later on in Chapters 4, 6 and 7, the basic system model is @éadeftom three
points of view. Firstly, in Sections 4.1 and 6.1 the MF tasks considered to have
release jitterJ;, so the minimum time between two successive releases of askHg
less than the fixed time intervgl Secondly, in Sections 4.2 and G;2s considered to
haveD; > T; soTt; could have interference from previous frames during theaen
of 7; itself. Thirdly, in Chapter 7 each frame of a MF task has a tieadhat could be
different from other frames in the same MF task[3as a vector o values that are
relative to the frames of the MF task,but no blocking or release jitter are considered
in this chapter.

As this thesis is about the scheduling analysis of MF tasés fthe worst case
response time point of view, a definition of the symBpis given in the following R,
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2.1 System Model

of the MF taskr; is defined as the longest time from when any frame; a$ released
until it finishes its execution, sB; has only one value per MF tagk However, in
Chapter 7 the MF task hasn; deadlines relative to each frame®mfsoR; in this case
is a vector ofn; values relative to the deadlines nf

To illustrate the problem of analysing the response time &f tslsks, Table 2.1
represents a simple example system with 2 taglsd 1, wherert; is a MF task with
4 frames represented by the execution time values 8, 1, 4 aaadd3, has just one
frame.

task T G T, = Dj | priority
T 8,1,4,3 10 1
P X 20 2

Table 2.1: Example System

Initial Frame Location exe. seq) linv. | 2inv. | 3inv. | 4 inv.
0 8,1,4,3 8 9 13 16
1 1,4,3,8/ 1 5 8 16
2 4,3,8,1 4 7 15 16
3 3,8,1,4 3 11 12 16

Table 2.2: Possible Interference fram

Finding the worst case response tiRgof 12, whatever its execution time is, re-
quires finding the maximum amount of possible interferenomfr;. Table 2.2 shows
values of interference that generates from different initial frames in the execution
sequence (exe. seq. and inv. respectively stanaéXecution time sequeneand
number of invocatior)s It can be seen from Table 2.2 that the maximum amount of
interferencer; generates, in the case of one invocation (i.e. 1 inv.), iswhie firstly
released having an execution time of 8. While the maximumuarhof interference,
in the case of two invocations, is when it is firstly releasadihg an execution time
of 3 followed by 8. The maximum amount of interference, in tase of three in-
vocations, is wherm is firstly released having an execution time of 4 followed by 3
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followed by 8. While, in the case of four invocations, the amiof interference from
71 remains the same (i.e. 16 in this example) whatever theselieame is.

Frames that could generate the maximum amount of inteiderare calledritical
frames which are, in this example, frame whose execution times8are and 3, but
not 1 since any of 8, 4, 3 can be considered as a critical framigebalf of 1 (full
details of the reasons are given in Chapter 5). A frame of ad8Kt; is considered
as critical when it has two properties; firstly, it can geterde maximum amount
of interference within lower priority task for at least ongmmber oft;’s invocations;
and secondly there are no other frames;jithat generates greater or equal amount of
interference for all possible number gfs invocations.

So, to calculate the amount of interference a frame releasergtes within the
response time of a lower priority task, we have to know thatinet number of invo-
cations (i.e. interference) the MF task is experiencingninithis response time. For
this reason we define@mulative functiorof the X" frame releaskeof a MF taskr;
to represent the amount of interference this frame gerer&efinition 1 illustrates

this cumulative function.

Definition 1 . Given a MF taskrj with nj execution timeﬁCQ,le,..,Cj(n"*l)

). The
cumulative function (¢;) of the X" frame release for a given number oftj’s invo-
cations, k, is the amount of interference that the MF task generatesisgairom that

frame and proceeding for that number of invocations andvegiby Equation (2.1)

X+k—1

EX(K) = Z c/ mn (2.1)

wherex=0,..,nj—1, and k= 1,2, .., for example, the value ciff(Z) for the MF task
71 in Table 2.1 is 9. In fact, for an ordinary single frame task tamulative function
is well defined astj(k) = kCj because of the constancy ©f for all frames of the

multiframe task.

From the criticality point of view, a frame in a MF task is catexed critical when

it can give rise to the maximum interference within loweiopity tasks and so it can

1xth frame release is the frame that is released withdhexecution time of the MF task.
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lead to the worst case response time of a lower priority t@skthe other hand, when
the cumulative function of a frame of a MF task is always gge#tan the cumulative
function of all other frames of the same MF task for at least passible number of
interference, this frame definitely generates the maximterfierence within lower
priority tasks for that number of interference. The follogidefinition formally intro-
duces a condition on a frame of a MF task to be a definitelycaliframe.

Definition 2 . The X" frame of a MF task 1}, whose execution time sequence is
in its shortest form, is definitely critical if 3k=1,2,..,nj —1,Vy # X

&1k > £(K) (2.2)

For example, the first frame (i.e. the frame whose locatid) isf the MF taskr; in
Table 2.1 is a critical frame becausd = 1,Vy # 0;E%(1) > &Y(1).

We call the frame whose execution time is maximumPkak Frame

Definition 3 A Peak frame of a MF taskis one of the frames, in the MF task, whose
execution time is the maximum of the execution times of thisask.

For example, the MF task, whose execution time sequence(84,8,3), has two
peak frames with locations 0 and 2, where their executioegiare both 8.

Note from Definition 2 that having the execution time seqeendts shortest form
means that if we have more than one peak frame then at leasff dme peak frames
must be a critical frame; otherwise the execution time segeiés not in its shortest
form. For example, in the above MF taskvhose two peak frames with locations O
and 2, the first peak is critical but the other one is not.

Mok and Chen [56] force one of the peak frames of a MF task thé@nly critical
frame of this MF task by introducing the accumulatively mtmmic, AM, condition
on the execution time sequence. The AM condition dependa@péak frame being
the only frame that generates the maximum amount of intemfer for all possible
number of interference (i.e. invocations). Informally,fedmes of the AM multiframe
task are dominated by one of its peak frames. The AM resinas8 mathematically
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formalised by an equation using theodfunction to reach the execution time values
from its sequence. Equation (2.3) represents this AM &&in

M+ ] i+]
Z C(k mod 1 > /Zcﬂ mod n)’ (2.3)
=l

k=m
Vi, j=0,1,2,...,n—1;

whereC™ is one of the peak values in a list of execution ting€8,C*,..,C"1) that
satisfies Equation (2.3). For example, for the AM multifraragk whose execution
time sequence i€ = (8,4,8,3), m= 0 andC® = 8, also the frame whose execution
time isC? is the only critical frame of this AM multiframe task.

2.2 Related Work to Scheduling MF Tasks within
Fixed Priority Scheduling Scheme

The most popular scheduling tests for real-time systemisinvitxed priority policy
are the utilisation test and the response time test. In ihgation test, the system can
be scheduled if the overall processor utilisation of théesyss less than a pre-defined
upper bound. In the response time test, the system can beudetéf all its tasks meet
their relative deadlines, and the task meets its deadlimg\orst case response time
is less than or equal to its relative deadline.

As this thesis is concerned with the worst case responsesiimeduling analysis
of multiframe tasks within fixed priority policy, previousgtributions within fixed
priority scheduling policy must be covered within two field§he first field is the
contributions of scheduling MF tasks, which covers the Gbations within the util-
isation domain and other scheduling contributions relateMF tasks. The second
field is response time analysis.

The MF model is a generalisation of Liu and Layland’s modekvehin Liu and
Layland’s model the execution time of the task is constanafioits jobs, so the first
contribution to start the review with is Liu and Layland’'sntobution. Liu and Lay-
land [52] were the first who employed FPS on the uni processtesn, the following
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section explains Liu and Layland model.

2.2.1 Liu and Layland Contributions

Liu and Layland introduced a simple system model with thefeing assumptions:

1. tasks of the system are periodic, independent, fullyppize and with no
overheads;

2. no sharing of resources is permitted, so the runnableigadivays the highest
priority task;

3. all tasks are released at the beginning of their relagreds;
4. deadline of each task is equal to its period;
5. no task may suspend itself.

Worst case execution time of each task is considered asasurist all its jobs, so they
do not vary from one invocation to another of the task. Taskisis model are assigned
priorities according to what is called Rate Monotonic, RWIRM priority assignment,
priorities are assigned to the tasks according to theiodsriwhere the shorter period
the task has, the higher priority it obtains. The executasktat a specific moment
is the runnable task whose priority is the highest one. Lid hayland [52] and
Labetoulle [45] showed, for a single processor, that if & &t can be scheduled with
any priority assignment it is scheduled with the RM assignimin this sense RM is
optimal.

Liu and Layland [52] and Serlin[65], with the RM algorithmrfBPS, introduced
a sufficient but not necessary utilisation scheduling td3te test was based upon
the upper bound of the processor utilisation factor; whisey proved that a task set
is schedulable if its processor utilisation is less thanquad to a pre-defined upper
bound. This test is represented by Equation (2.4).
i=Nc

P N(2N — 1). (2.4)
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WhereC; stands for the execution time of ti8 task,T; represents the period of the
it task, andN is the number of tasks in the system. When the number of tdsks
becomes very large, the upper bound of the processor titiistactor simplifies to
0.693. This utilisation scheduling test is inexact as it idisignt but not necessary,
hence it is pessimistic. For example assume we have a siygtlens with two tasks,
each task has a worst case execution time equals half ofatezeeperiod (i.eCy = %
andC, = %) and one of the periods is half of the other period (Te= 2T;) then the
task set, depending on Liu and Layland’s test (i.e. Equgfot) ), is unschedulable.
However, the set is in practice schedulable as when the tsks t@re released at the
same time (which is the worst case situation) the first task@bes for one half of its
period and the second task executes for the other half ofiteghand both of them are
schedulable. Lehoczky et al. [48] estimated the averagemuam utilisation for rate
monotonic fixed priority scheduling and they showed by satiah that this average
is around 88% for uniformly distributed tasks.

Within the context of the preemptive system, the criticatamce of a task is defined
as the instant when this task is preempted the most so thegsoicis occupied the
most with the execution of this task. Liu and Layland provedhieir model that the
critical instance, for any task, occurs, when the task isastd simultaneously with
all higher priority tasks in the system. So, the criticaktamce of the system is when
all tasks in the system are simultaneously released at the 8me.

However, this model restricts the worst case execution taneach task to be con-
stant for all its jobs. In 1996 Mok and Chen [56, 57] relaxed tonstancy restriction
to introduce the multiframe model; and proposed a utilisathased schedulability
test, for fixed priority scheduling, under RM priority agsigent assuming the AM
restriction for all multiframe tasks in the system. Thedaling section covers Mok
and Chen'’s contribution.

2.2.2 Mok and Chen Contribution

In Mok and Chen’s model [56, 57], execution time values ohetask in the system
are not presented as a constant value any more. Insteaddbetiex time values
of each task are presented as a vector and the values of tim watisfy the AM
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restriction that is given by Equation (2.3). In the AM muiéilme task, one of the peak
frames always generates the maximum amount of interferettbén the execution
of lower priority tasks, for any number of its invocation(i interference). So, an
AM task has only one critical frame which is the peak frame séhexecution time
satisfies Equation (2.3). For example, the critical framthefmultiframe task whose
execution time sequence@= (8,4,8,3), is the first frame whose execution time is
8 (i.e. the 8 that is followed by 4 but not the 8 that is followsd3).

In Mok and Chen’s model, all jobs of a MF task are assigned #meespriority
which is called the priority of the MF task. Mok and Chen prdvkat the optimal
priority assignment of a system with AM multiframe tasks i81Rvhere the lower
period the MF task has the higher priority it is assigned.oAlkey considered the
critical instance of an AM multiframe task as the instantdnehen its critical frame is
released simultaneously with the critical frames of alh&igpriority AM multiframe
tasks. So, this AM multiframe task is schedulable if it isehlable at its critical
instance.

The main contribution of Mok and Chen was in the utilisaticonin. They
proved an upper bound for the peak utilisation of a systenh Wi multiframe
tasks. They proved that the system is schedulable if its pgbgation factor which

N—1 rni
is given byu™ = yN %I{C'}

, Is less than or equal to an upper bound given by
1

r.N.((”{—l) N —1). Equation (2.5) represents the schedulability test of tegysvithN

AM multiframe tasks.

i—1 ;]
S —max;:% G < r.N.((

1
N

r+1
r

) 1); (2.5)

=
wherer is the minimum ratio, over all AM multiframe tasks in the sst, of the
execution times of the critical frame and the frame thabiw$ the criticalr is given
byr = mini'\'zl{ri}; ri, initsturn, isgivenby; =1ifN=1orr; = %:i if N> 1. Note
that Equation (2.5) returns to Liu and Layland’s test whendkecution times of each
MF task are constant. This is because, for Liu and Laylanddehr = 1 asC® = Ct
and ma%?iz_ol {cly=c.

Although Mok and Chen’s utilisation test is an improvemesst tof Liu and Lay-
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land, both tests are inexact (i.e. sufficient but not necgsses well as being only
applicable to RM priority assignment. However, Mok’s @dtion bound has been
improved by subsequent papers but these tests remain tnékecfollowing section
covers subsequent contributions for scheduling MF tastsidiing the contributions
that improved Mok and Chen'’s utilisation bound.

2.2.3 Subsequent Contributions for Scheduling MF Tasks

As Mok and Chen’s test was the first scheduling test for MFgaslan [37] presented
another scheduling test and compared its results with thdtseof Mok and Chen’s
test. Han’s scheduling test [37] was also under RM priorsgignment and was better
than Mok’s test in the sense that multiframe task sets widkpeilisation (i.e. the
utilisation of the peak frame) larger than Mok’s bound weog feasible using Mok
and Chen’s utilisation bound but can be found feasible by$Hast. The test was not
based on utilisation test, it was based upon transformiaghfi system to a system
with harmonic periods, using a proposed algorithm for tlaatformation process,
and then if the transformed system is schedulable, thenaligystem is schedulable.
Although Han showed by evaluation that his test is alwayteb#tan Mok and Chen’s
test, Han’s model restricts periodic AM multiframe taskghe system while Mok’s
model is applied to sporadic AM multiframe tasks as well asggéc. However, both
tests are inexact and only applicable to RM priority assignihas well as assume a
non-flexible model as the model has to satisfy all restntiof Liu and Layland’s that
are given in Section 2.2.1 apart from having non constaraugia times and also all
execution time sequences have to be AM.

Another scheduling test was given by Kuo et al. [44] who inmeebMok’s utilisa-
tion bound; where they gave another improved utilisationrfabfor a schedulability
test of systems with AM multiframe tasks. The main idea oftést was to merge the
tasks whose periods are harmonic (i.e. one of the period sl@ahe of the others) to
reduce the number of tasks that has to be considered in tedgelbility test and then
apply Mok’s bound to the merged tasks. The combined taskemudo’s test, will
have a period of and a sequence of execution tin@awith the sizen? whereT is the
maximum period of the merging tasksisthe least common multiple of the number
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of execution times of the merged tasks, aids given by the following formula

Ty )
N () (i($)+k) mod n

Ci= Z( c' );
i= kZO I
wherej =0,1,..,A—1, N is the relative number of tasks that are under merging proce-
dure,n; andT; are respectively the relative number of frames and theivelperiod of

theith AM multiframe task. The example below gives more explamagibout these

calculations.

In 2007, Lu et al. [55] improved Kuo’s utilisation test andepented new schedul-
ing conditions for AM multiframe tasks within the utilisati domain and assuming
RM priority assignment. They considered the ratio of thaquks in their test. The
improvement was that they used Kuo’s method to merge the @stt then they ap-
plied their test to the merged tasks. The schedulabilitustainder their approach,
depends on the total peak utilisatidh, of the AM multiframe tasks being less than a
defined upper bound. They called this upper bounddbeditional Boundunction,
CB. Symbolically, the AM task set is schedulable if inequa(y6) is satisfied.

U <CB; (2.6)

where the total peak utilisatiotd, is the summation of all peak utilisations of the
multiframe tasks in the system; and it is given by

U= Zlmax{}

0<j<n;

Whilst theCB function is defined by Equation (2.7); for number of tasks; 1,
and with regard to two parametarandz

1

N-1

) -1 (2.7)

NI

CB(r,2) =z+r(z—1)+r(N—1)((

wheren: andT; are respectively the number of frames and the period oftfHelF
task.r is given as
r= mi“lgigN {ri}, wherer; is defined depending am as
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r = forn, >1,andrj =1;for i = 1.

= cl’
zis given as

z=max{minyj-x_1 {%}, 5 }» whereV is called a virtual period and is given by
Vi= [

Section 3.4 in Chapter 3 compares between the responsedimadiding test of AM
multiframe tasks and Lu’s scheduling test as Lu’s analysilse most recent published
scheduling analysis for MF tasks within FPS. So, we fullystrate Lu’s test by the
following detailed example to give more explanation of thstt
Example
Table 2.3 represents an example system that consists oh$ike with their attributes.

task| C |T=D
11 (1) 3
2 | (2 9 task C T
13 | (3,1) 18 71 (7,5) |18
11 (2, l) 20 fz (31, 27) 60
5 | (6,3) 60
Table 2.4: Merged System Using
Table 2.3: Example lllustrates Kuo’s Method
Lu’s Analysis- Original
System’s Attributes

Using Lu’s approachty, 74, andts are merged using Kuo’s method [44] fowith
a period equal to the maximum period Bf, T4 and Ts; which is 60 in this example.
7> has number of execution times equal to the least commonptauéif ny, ny andns;
which is 2 in this example. Values @3's execution times are found by applying

60

(f)-1
(89)+k) mod 4 £9)+k) mod j(82)+k) mod
C%— % C T1+ mo rl>+( Z Cfll(T4)+)m0 n % C T5 mod 1
K=0
for j=0,1.

Therefore C9 = 31 andC} = 27. Also, 1, and 13 are merged, using Kuo’s method,
to 71 with the number of execution time equal ¢ = 2 and execution time values
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Ci= (7,5) and a period of 18. Table 2.4 represents the attributes ohérged tasks.

Once the merged tasks are identified, the scheduling testleeck if the total peak
utilisation,U, is less than or equal to a pre defined conditional bo@®&l1,U, is the
summation of all peak utilisations of the multiframe tagkthe system; and it is given

by

N

2 j
C 7 31

U= ma 1= _— 4+ _—=0.905
i; oM {51 = 187 50

CBis found depending on two parametersndz.

ris given ag = min,; g {ri}, wherer; is the ratio of the first two execution times
of 7j and is defined by
r= Cé:;,so n=_Z,r=3.
Thereforey =min{{, 33} = 1.148.
zis given byz=max{min,_; g _ AR } 7 1» whereV is called a virtual period and
is given by
Vi= 2T = 2. Sovi = [§3)18=54.
Therefore,z max{GO, Tritas} =0.9.

Oncer andz are identifiedCB(r, ) is given by
1

CBrz) = z + r(z—1) +  r(N=1)((})F—1)
= 09 + 114809-1) + 1.1482- 1)((%)%—1)
= 0912

Therefore, the total peak utilisation of the system is léssitthe conditional bound
function (CB) of the merged tasks (i¥d. < CB) which means using Lu’s test that the
original system that is given by Table 2.3 is schedulable.

Moving on to non-AM multiframe tasks, Takada et al. [69] istigated the schedu-
lability of the general MF tasks and gave a necessary ancciguficondition for
the schedulability of the MF model, under the fixed prioricheme. They showed
that the complexity of the feasibility decision becomeseatst |‘|i’\':1 n;. They also
introduced an efficient feasibility decision algorithmngsia maximum interference
function. However, Takada’s estimation of the complexityhe exact analysis is pes-

2N, ni means the product of all numbers of frames over all tasksdrsyistem.
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simistic as we show in Chapter 5 that the complexity of theeegeheduling analysis
is [IN.; (ni — 1) in the worst case. Also, his test was applicable to a resttiotodel
where the deadline of the task should not extend beyondiisge

Baruah et al. [13] used the fixed point approach motivatedheyrésponse time
analysis to give a tractable but sufficient schedulabikist for a system of general
MF tasks. They preprocessed the execution time sequentiesidf tasks taking into
account the maximum amount of interference that higheripyiMF tasks provide.
Then, they apply the fixed point algorithm to estimate thesivoase response time of
the peak frame of the lower priority MF task considering treximum amount of in-
terference each higher priority MF task can provide. Aliiothis analysis is in some
sense related to response time domain, the test is inexa@sasnates the maximum
interference before processing the response time analykike in our contribution
we provide an exact analysis of the response time. Howeveapparoach called com-
plementary approach; which is equivalent to Baruah et abjsroach is presented in
Chapter 8 in this thesis.

Baruah et al. [12] also did some work in scheduling multifeatasks related to
Earliest Deadline First, EDF, scheduling scheme; whicmisléernative scheduling
scheme. However, this thesis is concerned with FPS so this &iproach is not
expanded upon here.

As can be seen from the above contributions, all scheduhabihalyses are inex-
act as all of them are either in the utilisation domain or auificient. For example,
Lu’s analysis improves previous results, but still remairexact as well as it is de-
pendent on the RM priority assignment. Moreover, their igsinly applicable to a
system whose deadlines are identical to their relativeodsri Whilst response time
analysis that is presented in this thesis gives an exactiatihg analysis for less strict
models (systems with sharing resources, release jitteadbittary deadlines) and is
applicable to any priority assignment.
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2.3 Contributions of Response Time Analysis

Most research within fixed priority scheduling assume RMrasgtimal priority as-

signment assuming deadlines of the tasks are identicaétorélative periods. How-
ever, if deadlines of the tasks are permitted to be less theinelative periods RM

priority assignment is not optimal any more [41] and Deagllihonotonic, DM, takes
the place [51] (the smaller relative deadline the task hashtgher priority it is as-

signed). So, as most utilisation scheduling tests depen@Mrpriority assignment
or restrict the system to satisfy most of Liu and Laylandsuasptions, studying the
schedulability of a system from the utilisation point ofwiés not flexible enough to
be extendable to the systems with sharing resources, egitas, and arbitrary dead-
lines. However, Harter [58] solved this problem by introthgcthe idea of analysing
the schedulability of a system using worst case respongeaimalysis.

2.3.1 Basic Response Time Analysis

Basically, analysing the worst case response time of a taskthin Liu and Lay-
land’s model can be achieved once three issues are identifisctritical instance,

Ti's amount of execution and the amount of execution of taskerahant;. Joseph
and Pandya [40] followed by Audsley et al. [9] mathematicalpplied response time
analysis and introduced an iterative equation, Equatid@),(fr finding the worst case
response time of a task assuming the basic model of Liu and Layland (see Section
2.2.1 for details). They assumed Liu and Layland’s critiogtance [52]; where the
worst case response time, of a task is when this task is sglessultaneously with

all higher priority tasks.

R

R=CG+li=C+ } (?}Cj (2.8)
jehp(r) !

hp(t;) is the set of tasks whose priorities are higher than theipyiof 7;. As 1 is a

preemptive taski = Y jchp(r) (%WCJ- represents the maximum amount of interference

from higher priority tasks within the execution gf In other words]; represents the

maximum amount of interference within the worst case respdime oft;, from the
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tasks whose priorities are higher than the priority;of

As the priorities of the tasks are assigned from 1 being thkdst priority andN is
the lowesthp(t;) returns to the values, 1., i —1. So, Equation (2.8) is rewritten to

be as Equation (2.9)
i-1
RiICiJrli:CiJerl(ﬁ}Cj. (2.9)

To solve Equation (2.9), a recurrence relation is given &qguation (2.10); where
l=0,1,2,... andR,-0 = Ci. The smallest non-negative solution of Equation (2.10) rep
resents the worst case response timg,d®;. In other words, the worst case response
time is obtained when it is found thﬁ#+1 = R] = R (for the smallest value df).
However, in the case th& ! becomes greater than the deadlinaipthent; is not

guaranteed to meet its deadline, so we say that the taskabenhslable.

i—1
_c. s Rie
R7=cit 3 716 (2.10)

Equation (2.9) assumes that there is no sharing resourtesdrethe tasks, so only
the runnable task;, can access the resource. In fact, there are situationgwhasks
for resources that are occupied by tasks whose prioritesoaver thant;, sot; can
not access this resource until the lower priority tasks gjwéhis resource. In this case
we say thatr; is blocked awaiting lower priority tasks to finish their eméon. The
following section gives details about response time amabyfstasks with blocking.

2.3.2 Tasks with Blocking Time

To explain the blocking scenario, assume there are two tasksd 1, attempting to
access shared datg (has higher priority tham,). If 72 gains access first and thep
request access to the shared data; the higher priorityrtagéuld be blocked until the
lower priority taskr, completes its access to the shared data. Blocking in thingbea
is a form of priority inversion; where, completes its execution with a priority higher
than or equal taz, ast, executes before, whilst 1 actually has higher priority than

To.
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Long duration of blocking could lead to missed deadlinefeftask and so the sys-
tem could be unschedulable as, in some cases, a low priaskyrhay unnecessarily
block the execution of higher priority tasks. So, researslir this area attempt to
minimise this blocking time to reduce the chance of missiegtiming requirements.
This minimisation was achieved by introducing some pryanheritance protocols.

Lampson and Redell [47] were the first who discussed prianitgritance in the
context of monitors. Each monitor was associated with theripy of the highest
priority task which enters that monitor. Then, wheneversk anters a monitor, its
priority increases temporarily, to the monitor’s priority

In 1990, Sha and his colleagues [66] gave two protocols tommse this blocking
time, basic priority inheritance protocol and priority lagg protocol . The following
are the details of these protocols.

Basic Priority Inheritance Protocol (BPIP)

The basic priority inheritance protocol is described a®Wing: when a tasky blocks
one or more higher priority tasks, it ignores its originabpity and executes the criti-
cal section with the highest priority level of all taskgblocks. After exiting its critical
section, Ty returns to its original priority level. Sha and his colleagyproved in their
work that, under BPIP, if there ama semaphores that can bloek thent; can be
blocked at mosintimes.

Priority Ceiling Protocols (PCP)

In the priority ceiling protocols, priorities of the taskisran time are not strictly fixed,
although priorities of the tasks and resources are assigefede run time. The best
known two priority ceiling protocols are the original cey priority protocol and the
immediate ceiling priority protocol.

In the original ceiling priority protocol [66], each resaerhas a static ceiling value
which is the maximum priority of the tasks that use this reseu Whilst the task
that shares the resources has two kinds of priorities onleeon iis fixed which is the
original default priority and the other is dynamic which espwith the execution of
the critical sections. The dynamic priority of the task ig tmaximum of its own
default priority and any it inherits due to blocking higherqgpity tasks. A task can
lock a resource if its dynamic priority is higher than thdiogi of any currently locked
resource. The benefit of the original ceiling priority prabis that once the task is
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released it will be blocked at most once during its execution

In the immediate ceiling priority protocol, each resoures ha static ceiling value
which is the maximum priority of the tasks that use this reseuWhilst a task that
shares the resources has two kinds of priorities one of tlsefixed which is the
original default priority and the other is dynamic which espwith the execution of
the critical sections. The dynamic priority of the task ig tmaximum of its own
default priority and the ceiling values of the shared resesir Priority of the task
at run time is chosen according to its dynamic priority. Tlkedfit of the immediate
ceiling priority protocol is that the task could be blockédrst once at the beginning

of its execution.

The immediate priority ceiling protocol was derived frone thasic protocol for in-
corporation in programming languages and operating systendards. For example
it is available in Ada, in POSIX (where it is known as the FtwProtect Protocol)
and Real-Time Java (where it is known as Priority Ceiling Eatian) [25]. Immediate
ceiling priority protocol is a significant protocol for taskxecuting on a uni processor
because applying immediate ceiling protocol to a uni pregesystem with sharing
resources allows the task to be blocked at most once at thiertaeg of its execution.
This is because once a tagkrequires an occupied resourags priority increases to
the maximum ceiling value of the shared resources. So, dreessource becomes
free, 1; access it and completes its execution with its dynamic gyi@rithout any in-
terruption from any lower priority task. In addition, Py, Burns and Raymond [60]
proved formally that immediate ceiling protocol preverite tlieadlocks Also, im-
mediate ceiling protocol prevents transitive blockinglas task returns to its default
priority after finishing the execution of its critical semti.

In 1991, Baker [10] extended the PCP to the Stack ResourdeyP8SRP, that sup-
ports three issues: multiunit resources, sharing runtiimeksesources, and EDF as
well as FPS, schemes. SRP depends on the preemption letel tafsk; which might
be its priority in some cases. As this thesis uses PCP rdtharSRP no more details
of SRP are introduced.

3In the deadlock situation, a task is blocked forever as it@mather tasks are waiting each other to
finish its critical section, and thus neither ever does.
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Adding Blocking Time to the Response Time Analysis

We showed in the previous discussion that PCP allow the tabk blocked at most
once during its execution, so the worst case response timeufa of the task that is
subjected to blocking must take into account the maximuneetgal blocking time.
Audsley et al. [9] enhanced the response time equatiorggaation (2.9)) to include
the maximum blocking timeB;, as in Equation (2.11) assuming the PCP.

R=C+Bi+ ) [Z]C (2.11)

Similar to how Equation (2.9) is solved, Equation (2.11)dlved by forming a re-
currence relation as in Equation (2.12); whete0,1,2, ... andRiO =Ci. The smallest
non-negative solution of Equation (2.12) represents thesta@ase response time of
T;. In other words, the worst case response timg ¢ obtained when it is found that
R*! =R =R for the smallest value df. However, in the case that"! becomes
greater than the deadline of 1; is not guaranteed to meet its deadline, so we say that
the task is unschedulable.

i—1
R!+1:Ci+Bi+ Z |’$"|CJ (2.12)
j=1 "l

2.3.3 Tasks Subjected to Release Jitter

One of the flexibilities of the response time schedulingitelseing applicable to tasks
that are subjected tRelease Jitter A periodic taskr; has to arrive in the system
within a fixed time which is its periodTj, then it will be released as soon as it ar-
rives. However, when this periodic taskis subjected to release jitter, its arrival time
becomes under some circumstances different from its el@é@®. So,r; does not
become strictly periodic and a variation in its release sirhas arisen. So, release
jitter of a taskr;j is defined as the maximum variation Tjis release times [39]. To
clarify, whenT; is subjected to release jitter, its release times take gaogewhere
within time interval of lengthJ; and then every periodj. Mathematically, Iets'j‘ be
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the time when thé&'" release off; takes place, then
kTj +x < s < kTj +y; vkeZ (2.13)

where ] =y — x.

More explanations and diagrams are given in Chapters 4 ande® & generalised
model of MF tasks that are subjected to release jitter isyaedl

The problem of release jitter happens when the task is neaseld as soon as it
arrives [71, 70]; which mostly happens within two populduations represented by
“end to end jitter” [61] and granularity of the system timd&ihe situation of “end to
end jitter” is an important issue to be considered in distebl systems as a task could
be delayed awaiting the arrival of a periodic message thattislelivered completely
regularly. Whilst the situation of granularity of the systéimer is an important issue
to be considered in uni processor systems. The followingniglastration of both
situations of granularity of the system timer and “end to gibek”.

From the granularity of the system timer point of view, in sooases, the granular-
ity of the system timer forces the periodic task to experermtease jitter because of
the bounded time the scheduler mechanism takes to recapeiserival of a task [9].
For instant, a task with period of 10 but a system granularit9 will imply a jitter
value of 8 at time 18 the periodic task will be released foPsinvocation.

From end to end jitter point of view, the following exampleaufies this phe-
nomenon, assume there are, on different processors, tatedeberiodic tasksr
andt; with the same period. Task calls j as soon ag; has finished its execution.
Due to system loadts does not finish its first execution until the end of its period;
while it executes at the very beginning of its next period. aA®sult,T; is released
twice within its period instead of once (i.e. the time betw#ee two successive frames
of 1j, on the processar; is executing on, is less than the usual minimum inter arrival
time of the taskr;). It is obvious that as a result of this scenario, the amotimtter-
ference from taskj, on a lower priority task; on the same processor, may be greater
than that assumed for with a purely periodic task.

As an estimation of jitter, some researchers [36] consdiédre optimal instant of
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the task, that was presented by Bril et al. [21], and derived@perbound for jitter

considering the best case response time (BCRT). An optimsémt of a task occurs
when the completion of the task coincides with a simultaseelease of all higher
priority tasks. BCRT, in its turn, was defined as the minimwesponse time of a
task. Figure 2.1 explains the optimal instantrgffor a system with three tasks with
attributes in Table 2.5.

task| C | T=D
1 | 3 10
n |11 19
13 5 56

Table 2.5: Example System

ooy o o w

p o oww, | om ey
T3 mHm‘HH‘HH‘mHmH‘Hmmhmmm‘mml

time

T release .
- executing

@ finish executing

Figure 2.1: Optimal Instant Situation of

Kim et al. [42] and Bril et al. [21] enhanced the best caseaasp time analysis
and gave simpler best case response time equation. Howlegahesis is concerned
with the worst case response time analysis, hence no neddrtber details about
best case response time analysis.
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Release jitter analysis can also be used for predicting ¢hedour of deferrable
servers [18] and devices such as Bus Gurdians [23].

Worst Case Response Time for Tasks Subjected to Release éitt

As tasks with release jitter are not purely periodic, thesvgase response time for-
mula (i.e. Equation (2.9)) requires modification to copehlite release jitter situation.
The first issue to be considered in any response time anadysisdentify the criti-
cal instance of the analysed tagk Tindell [71, 70] identified the critical instance of
T; within the release jitter situation as whenis released at the same time as when
higher priority tasks finish waiting. For example, consideystem with the attributes
in Table 2.6. Figure 2.2 represents the critical instandaetaskry.

Task| T |C|J
71 |11|5(2
o 13|44

Table 2.6: Tasks Description’s

o |
sz’-

0 4 9 1

@  meetits deadline ’ release

‘ arrive

Figure 2.2: Execution of; andt, at the Critical Instance af,

As the interference from higher priority tasks could be @ased by release jitter,
the required modification within the response time formslat the sidd; of the
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response time formula (i.e. Equation (2.9)). Audsley arsdcbileagues [9] modified
the side of the interference and gave a complete formulah®résponse time that
takes into account release jitter situation. They gave Egu#g2.14) that represents
the interference on the worst case response timg Bf, from all higher priority tasks

assuming Tindell’s critical instance.

i—1
R +J;
li = [ 1C;. (2.14)
jZl Tj
So, the worst case response timea;ab presented in Equation (2.15)
R=C+Bi+l. (2.15)

Solving Equation (2.15) is similar to Equation (2.10) byrfiing a recurrence relation
and onceR 1 = R has been found, the worst case response tingisfR = R 1,
Schedulability oft; is guaranteed iR < D;j — J;, however, ifR!+1 becomes greater
thanD; — J;, the task is not guaranteed to meet its deadline so we say;tigatin-
schedulable.

Optimal Priority Assignment for Tasks with Release Jitter

Although the response time formula is applicable to anyrgyi@ssignment, an in-
teresting issue to mention in fixed priority scheduling fasks with release jitter is
that neither deadline monotonic nor rate monotonic pgaagsignments are optimal
in the case of release jitter. Priorities are assigned doogrto the optimal prior-
ity assignment technique that depends on feasibility. Aaydis], in his report, cov-
ered this technique, which is explained, in summary, a®Woilg. For a task set
S={11,12,...1n}, firstly, attempt to find a taska that is feasible at priority level
j = N. Next, find a feasible task at priorify= N — 1. Successively, feasible tasks will
be found at prioritiedN to 1. If a feasible task, at priority level could not be found,
no feasible priority assignment function exists. Full detean be found in Audsley’s
report [5].

However, Burns et al. [24] mentioned, without proof, that tasks that are sub-
jected to release jitter, priorities should be assignedmicg to (D-J) since DM is no
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longer optimal. In (D-J)-Monotonic priority assignmertietlower value of D — J)
the task has, the higher priority it is assigned. Aproof &f dptimality of (D-J)-
Monotonic priority assignment is given in the apperfdix

2.3.4 Tasks with Arbitrary Deadlines

Up to this point, contributions within fixed priority schdahg have been covered for
a system model whose tasks are assumed to have deadlindsless equal to their
relative periods. So the response time of the analysed task dot need to take
into account interference from the analysed task itself @&snot released during its
execution. However, some contributions have been dongftems whose tasks have
deadlines greater than their relative periods.

Lehoczky [49] proved that the critical instance of a taskwmitthe arbitrary dead-
line model is the simultaneous release of the task itselfraglder priority tasks. He
also introduced a sufficient but not necessary feasibiisgs based upon utilisation.
The test was an extended utilisation test of Liu and Laylkaebt with the restriction
that all tasks have deadlines equal to multiple of theirqubsi However, as this the-
sis is interested in response time scheduling, no furthildeof scheduling within
the utilisation domain for arbitrary deadline model areegiywhilst response time
scheduling is covered.

To illustrate the arbitrary deadline scenario, Figure 2@esents the timeline dia-
gram of a small example system that is given by Table 2.7. ¥siem consists of two
taskst; andr,; where the deadline ab extends beyond its period.

task| C| T |D
11 2155
L) 4178

Table 2.7: Example System of Arbitrary Deadlines

Figure 2.3 shows hows’s second invocation has interference frogis first invoca-
tion; where the second releaserpfloes not start its invocation until its first invocation

4This proof was also published in [76].
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N

| |
15t release ofr» 2¢d release ofr,

- invocation of 11 T
- first invocation of 1, release
- second invocation ofr; @® meet deadline

Figure 2.3: Timeline Diagram of the System in Table 2.7

has finished. So, response timerghas to take into account the interference from the
task itself as well as interference from higher prioritykgsln other words, response
time formula (i.e. Equation (2.9)) requires modificatiorctipe with the tasks whose

deadlines are greater than their periods.

Tindell [70, 71, 72] modified Equation (2.9) and analysedrdeponse time of tasks
with arbitrary deadlines, blocking, and release jittethivitthe same model. Analysis
of the response time af is summarised in five steps. In the first step, define the busy
period of a task as the time from when this task is releasattfirtishes the execution
that is related to this release. In the second step, dgfarelr;(q) as the number of
invocations oft; and the length of the continuogsbusy periods respectively. In the
third stepri(q) is found by a recurrence relation as in Equation (2.16).

ri(q) +J;

T 1C; (2.16)

(@) =Bi+aG+ >
vjehp(i)

Solving Equation (2.16) is achieved by forming an iteratggiation as in Equation
(2.17).
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.| J:
Q) =Bi+qG+ Y[R Slasy
vVichp(i) ]

1C; (2.17)

wherer? = qG andl =0, 1,.. until r/** =r!. However, ifr *1(q) — (q— 1)T; > D; — J,,

T; is not guaranteed to meet its deadline and we sayrthaunschedulable.

Forth step of the analysis is to find all needed busy periodh&analysis. Assum-
ing wi () is theq™™ busy period oft;, wi(q) is given by Equation (2.18).

wi(q) =ri(@) — (a—1)Ti+J (2.18)

g is a finite integer value starting from 1 until no further ifiég@gence fromr; occurs;
which happens when the busy periodrpfinishes within the period it is released in.
In other wordsg = 1,2, .. until condition (2.19) is satisfied.

wi(g) <Ti—J (2.19)

Once all busy periods af are identified, the last step of the analysis is to find the
worst case response time Bf R;, by maximising the busy periods over all number of
its possible invocations.

R = max {wi(q)} (2.20)
g=12,..

The following simple numeric example clarifies how to ap@gponse time anal-
ysis to tasks with arbitrary deadlines. Suppose a exam@eisyin Table 2.7, for
simplicity of the explanation we assumed all blockings attdrjin the example are
zero. To analyze the response timeref we begin with finding > andw, of 12 by
applying Equations (2.17) and (2.18) respectively forat#ht values ofy.

(1) =4

r3(1)=4+[2]2=6
r3(1) =4+[8)12=8
r3(1) =4+[812=8

Thereforer,(1) = 8. So,wz(1) =8—0(7) = 8. Aswy(1) > T, we increase to be 2
)

and findr(2) andw, by applying Equations (2.17) and (2.18) respectively.
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q=2

r9(2)=8

r3(2) =8+[812=12

r3(2) =8+[¥]2=14

r3(2) =8+ [%]2=14. Thereforer,(2) = 14. Somw,(2) = 14— 1(7) = 7Twy(1) < T;

which satisfies the condition of Equation (2.19), so we shapdasing the values gf
Therefore, by applying Equation (2.20), we find that the woese response time of
T2iSRy=max8,7} =8

Analysis in this section assumes that each task in the systsroonstant execution
time. However, Section 4.2 in Chapter 4 and Section 6.2 irp@&ha& relax the restric-
tion of constant execution time and present full analysithefworst case response
time of MF tasks within arbitrary deadlines.

2.3.5 Tasks with Offsets

Fixed priority scheduling contributions that have been tioeed so far consider sys-
tem models where the critical instance of a task is the samelus release of the task
itself and all higher priority tasks. In 1980, Leung and Mit{50] generalised Liu
and Layland’s [52] model from the point of view that all taske not always released
at the beginning of their relative periods. Instead, the firgocation of each task
in the system is allowed to have a specific offset and then tifier anvocations (i.e.
second, third, ..) are released at the beginning of theivelperiod. The motivation
behind the offset model is to increase the feasibility of shistem. For example, a
system with two tasks, that have periods of 10, executioe win2 and deadline of
2, is unschedulable if the tasks do not have offsets, butybis is schedulable if
either tasks has an offset equals to 2. Figure 2.4 illugtratev botht; and 1, are
schedulable whem, has an offset equals to 2.

Leung and Mirrell [50] gave an interval of the scheduling lgs@ duration, of a
taskr;, that was improved later on by Audsley [6].

In the offset analysis, many researchers used a conceptidainsaction; that is
a collection of related tasks and each task, that is a menfli@edransaction, has
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(Case 1.0Of fsets=0) (Case 21, has Offset=2)

Figure 2.4: Usage of Offsets for Increasing Schedulability

a relative offset. Tindell [70] gave an exact but not tratgalest for a system with
offsets. The intractability problem comes from the factttthee critical instance of
a system with offsets is hard to identify and it is no longermakiu and Layland’s

model. The second case in Figure 2.4 is an example to denyndiltayland’s critical

instance. So, the basic feasibility analysis can not beeghdirectly to a system with
offsets. Bate[16, 17] presented a tractable but non-examhposite” approach to
analyze task sets featuring offsets. The approach depentlarsferring the system
into another one by composing, according to a specific algori tasks with non-
zero offsets and the same period; into one task with zer@woffShe benefit of the
composite task approach is that the computational compliesdkept sufficiently low.

Many researches have been done in scheduling systems vg#isolike Audsley
et al. [8] who presented some work for a system with offsetsgu&eneralised Chi-
nese Remainder Theorem [43]; where they introduced thesgtioéd common release.
Goossens et al. [34, 33] who showed that neither RM nor DM isvap for systems
with offsets and presented two scheduling rules to choaseffsets, one of them is
optimal but computationally unreasonable for large systemhile the other one is a
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nearly optimal heuristic scheduling rule. Baruah et al.] [@dd Goossens [32] who
have shown that if an offset free system with arbitrary deadlis not schedulable
for all non-negative integer offset assignments, thenighédso the case for all offset
assignment with a granularity affor all m (mis a non zero positive integer).

In 2006, Traore et al. [73] mentioned in their paper that therivbdel is a particular
case of tasks with offset (transactions), so they assunadtair offset analysis can
be applied to the systems with MF tasks; where a MF tmstan be modeled to a
transaction with period equaitsT; (nj andT, are respectively the number of frames
and the period of the MF task). In fact, analysis in this thesis would assume that
the multiframe model is different from the transaction nmicake Traore’s suggestion
could only be applicable to a very strict MF models. For exemghis offset analysis
is applicable only to MF task that is AM (having its criticahime at the first position
of its execution time sequence) and all frames in the same ddk have the same
deadline; whilst offset analysis is not applicable to theegal MF task and frame
specific deadlines.

The incorrectness of the assumption that the MF model is ticpkar case of the
offset model lies in the fact that offset model fails to cothe identify the worst-
case combination of MF tasks. For example, a MF task with @@t times(1, 2),
deadline 2 and period 10 would be considered equivalentsébeduling analysis
purposes, to two tasks and 17 such that both have deadline 2 and period 20,
has an execution time equals 1, arfmas an execution time equals 2 and also has an
offset fromti by 10 units (in the sense that the first invocatiombis released at 0 and
successive invocations are released exactly 20 units, ayale the first invocation of
Tf is released at 10 and successive invocations are releaaetlyeX0 units apart).
However, to see why such an approach for scheduling anasysisorrect, consider
a MF system consisting of two tasks; the one above, and tlkertasith execution
time 1, deadline 2, and period 20. Using the same assumphisnsecond MF task
would be transformed to a task with execution time 1, and it fnvocation at 0
and the successive invocations exactly 20 units apart. ysiers would therefore
be considered schedulable Efsand T, are not released simultaneously according to
the offset assumption. However, in reality is actually unschedulable because we
assume in the system model that all frames of a MF have sametyand periods,
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task C D T
T1 (3,2) (5,5) 10
o | (8,6,7,4) | (159,9,10) | 15

Table 2.8: Original Example System

SO bothrl1 and Tf have the same priority and periods. So there is a situatiaravh
Tf andt, are released simultaneously which results thatoes not meet its deadline
and so it is unschedulable.

However, even for the AM multiframe tasks whose deadlinesldferent from one
frame to another within the same MF task, Traore’s suggessioot applicable. For
example, assume a system in Table 2.8, according to Trasug@estion, the system
will be transformed to the system in Table 2.9.

task Of fset C D T
T1 (0,10) (3,2) (5,5) 20
12 | (0,15,30,45) | (8,6,7,4) | (15,9,9,10) | 60

Table 2.9: Transformed System Having Offsets

So the frames of; and 12 whose execution times are 3 and 7 respectively, do not
share a simultaneous release in the transformed systenréR2gb) whilst in reality
they do. Figure 2.5 represents the execution scenario ofybtem in Table 2.9.
According to the offset analysisp is considered as schedulable as all its deadlines
are met. Whilst in reality it is not schedulable; as whenis released having an
execution time of 7 simultaneously with having the execution time of 3; does not
meet its deadline as its response will extends beyond 9.

Therefore, this thesis considers the MF model as a diffaratdel from the offset
model.

2.3.6 Other Contributions Related to Response Time Analysi
within Fixed Priority Scheduling

Eisenbrand et al. [29] has recently showed that the resptimgecomputation for
RM preemptive scheduling is NP-hard. However, some rekda8; 22, 28] has been
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AR R R

fau2

1 exeouting release O meet deadline

Figure 2.5: Execution Scenario of the Transformed Systehale 2.9

done to improve the efficiency of the exact response time pesviding an effective
initial value of the fixed point solution of the response tieggiation.

Another sufficient response time test was developed by FaietBaruah [31, 30];
where they estimated the workload requested by higherigyitasks using an ex-
act request bound function for a specific number of invocatiand a linear function
thereafter. In 2007, Richard et. al. [62] extended this worknclude tasks that are
subjected to release jitter.

Bini and Baruah [19] derived a closed form upper bounds orrésponse times
and an associated linear-time sufficient test for indepeinpgeeemptive tasks with
arbitrary deadlines but no jitter. Davis et al.[27] had ded another flexible closed

form upper bounds on the response times of tasks with arpitteadlines, release
jitter and blocking.
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2.4 Summary

As can been from all covered contributions, all contribagithat are related to schedul-
ing MF tasks are inexact. Moreover, non of the exact worst casponse time con-
tributions within fixed priority scheduling considered M&sks. However, this thesis
presents an exact scheduling test of MF tasks by analyseigwiorst case response
times. The analysis depends on formulating the respongedira MF task assuming
the MF tasks are released synchronously (i.e. they sharenanoa release). The
response time analysis in this thesis is hierarchicallpggméed depending upon the
generalisation of the MF model starting by the classic AM el@hd AM with block-
ing time, release jitter and arbitrary deadlines then emdip with non-AM model
with blocking time, release jitter, arbitrary deadlinesldrame specific deadlines.

54



3 Basic Exact Scheduling Analysis of
AM Multiframe Tasks

This chaptet provides exact and tractable analysis based on the restioreséor-
mulation for multiframe tasks when the AM restriction is &eg@. In general, to test
the schedulability of a set of multiframe tasks, regardtdsthe AM restriction, re-
qguires examining all possible phases of the tasks [69]; ilaads to an intractability
problem for the scheduling analysis. But, having the AMniegon applied to a mul-
tiframe task, we show that only ttezitical frame can give rise to the worst-case re-
sponse times for lower priority tasks. As a result the analigdractable. The follow-
ing section provides the response time analysis of basic AMiframe task$.This
basic analysis is given in two stages, firstly we give thedfmsmula of the worst case
response time of an AM multiframe task. Secondly, we extargiformula to include
blocking time. An evaluation of this analysis is given as aparison between this
exact scheduling analysis and the most recent publishéddouoptimal, scheduling
analysis.

This chapter is organised as follows: the following sectioves the exact response
time analysis of AM multiframe tasks; then the analysis igaligped to include block-
ing in Section 3.2. Numeric examples are given in Sectiont@.Bustrate the two
scheduling schemes: the worst case response time schgpdunitysis of AM mul-
tiframe tasks and Lu’s scheduling analysis [55]; which is thost recent published
scheduling analysis for multiframe tasks. In this sectioa (Section 3.3), we also
show how the response time analysis determines the sclhddulaf the system

IMaterial based on this chapter was published in [77].

2A basic AM multiframe task means that the task does not haease jitter and does not include
invocations from previous frames of the analysed MF taskdpérmitted to share resources, so it
has blocking.
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where Lu’s analysis does not. Section 3.4 provides an aisabfygandomly gener-
ated task sets to show how the response time test is betteathyaone previously
published. A summary of the chapter is provided in Secti@n 3.

3.1 Basic Response Time Analysis of AM Multiframe

Tasks

This section covers the response time analysis of a basitfraole task assuming
that all multiframe tasks in the system satisfy the AM resion (i.e. Equation (2.3)).
The worst case response time of the AM multiframe task is tagimum response
time of all frames of the MF task assuming their critical arste. Mok and Chen [56]
identified the critical instance of an AM multiframe task hs simultaneous release
of the critical frame3 of both the analysed MF task and MF tasks whose priorities are
higher than the analysed task (see Section 2.2.2 for det#is we assume that no
frame interferes with any other frame in the same MF task, Wlecansider Mok and
Chen’s critical instance of the AM multiframe task to an&yts worst case response
time.

For the AM multiframe taskr;, the cumulative function of its only critical frame is
presented by Equation (3.1)
mj et | mod n.

&' (k) = I_ij C; 'k=1,2,.. (3.1)
wherem,; is the location of the critical frame of the AM multiframe kad-or example,
the value oEf(B) for the AM multiframe taskr; whose execution times a8, 4, 8, 3)
is 20. Using Equation (3.1) to present the amount of interfee the higher priority
AM multiframe tasks generate, the basic response time flarhat is represented
by Equation (2.9) is modified to be in the form used in the folloy theorem (i.e.
Theorem 1).

3In the AM multiframe task, the critical frame is a peak frame.
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Theorem 1 Given a real-time system consisting of N independent AMifnanite
tasks, the worst case response time of the multiframetaskgiven by the smallest
non-negative solution to Equation (3.2):

R=C"+5 & '((ﬁl) (3.2)

whereEjmj ((%’]) is the cumulative function of the critical frame gfas defined by
Equation (3.1).

Proof: As R is the worst case response time of the tgskhen for each multiframe
task whose priority is higher than the priority gf(i.e. 7j : j = 1..i — 1); the number

of invocations oftj within R; is given by(%ﬂ assuming the simultaneous release of
the critical frames ofrj and 1. So, whenr; is released with its critical frame, the
amount of interference thaj generates withili is given by:Ejmj([%D. In addition,

as the critical instance af is the simultaneous release of the critical frames of jall
for j =1,..i—1, the maximum amount of interference thatmlfenerate withirR; is
given by adding all interference that is generated by thiedrigriority AM multiframe
tasks (i.e.3_} &( [%’1 )).

In addition, the maximum amount of tintg takes for execution is represented by
C™. So the response time af is given by Equation (3.2); which presents the execu-
tion of both the AM multiframe task; itself as well as interference from all higher
priority AM multiframe taskd.]

Equation (3.2) can be solved by a recurrence relation as uratan (3.3).
RH™*=cM+ 3 &) (3.3)

whereR? = C™ andl = 0,1,2,.. until R*! = R. However, ifR*! becomes greater
than the relative deadling, is not guaranteed to meet its deadline. In other words, if
R*1 > Dj thent; is unschedulable.

Equation (3.2) calculates an exact worst case responseofiane AM multiframe
task assuming exact attributes of the system. On the othnet, lraschedulable real
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3 Basic Exact Scheduling Analysis of AM Multiframe Tasks

time system is the system whose all tasks can be schedulechenih other words,
a schedulable real time system is the system whose all tas&stheir relative dead-
lines. Also, a task, in its turn, meets its deadline when ibssivcase response time
is less than or equal to its relative deadline. So, the sdimgpliest, of a system with
AM multiframe tasks, is presented as follows: a system wilth #yultiframe tasks is
schedulable if and only if all its multiframe tasks meet thielative deadlines. Where
the AM multiframe task meets its deadline if its worst caspomse time, that is cal-
culated by Equation (3.2), is less than or equal to its nedadeadline. The following
example illustrates this test.

Example

Table 3.1 presents an example of two AM multiframe tagksand 1,. To analyze

task C D|T
1 | (4,318 |9 |10
T, (2,7,2) |20 20

Table 3.1: Example System

the schedulability of the system, we first identify the legatof the critical frames
(i.e. m). As there is only one peak frame per MF task, the criticahieds the peak
framé*, so,m; = 3 andm, = 1.

Becauser; is the highest priority MF task in the system, its worst cassponse
time isRy = C'lT‘l = 8 < D1. To analyze the worst case response timepfve apply
Equation (3.3) foi = 2 andRd = CJ? = 7, so we get
Ry =+ 528 (1521,
| =0, Ry =7+ &M (1)),

R =7+&( %))

Rl=7+8=15

Similarly, we findR3 = 19 forl = 1 andRS = 19 forl = 2. AsRS = R3, the worst case
response time of, is R, = 19 < D,. Therefore 1, is schedulable.

As 11 and1, are schedulable, the whole system is schedulable.

4If the MF task has more than one peak frame, then we apply Euqugt.3) for all peak frames and
choose the frame that satisfies this equation as the cfiitarale.
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3.2 Adding Blocking Time to the Response Time Analysis

3.2 Adding Blocking Time to the Response Time

Analysis

As mentioned earlier in Chapter 2, blocking of a task is whaa task is waiting
for lower priority tasks to complete some execution. So, niae have a system
of multiframe tasks, we expect more than one blocking vabretlie execution of
T; from each lower priority MF task that shares the same regowith 7;. That is
because also all lower priority tasks are multiframe tasks therefore could have
different execution times. However, using priority cegiprotocols [66, 60] allows
the task to be blocked at most once during its execution, sonleadd, to the worst
case response time formula, the maximum of the expectedihtpgalues which we
symbolise ag;. Thus, assuming that has a maximum blocking @;, the worst case
response time formula, is presented by Equation (3.4) alextion of three kinds of
execution: maximum execution of the task it<gff, maximum blocking timé; and
maximum interference from the higher priority multifranmlts,zij;l1 &i( (%1).

R

i—1
,\=C" +B A 3.4
R=G"+ +glfj (ijD (3.4)

Similar to above, Equation (3.4) is solved using a recurertation given by Equa-
tion (3.5); where? = C™ andl = 0,1,2, ... until R*! = R.. The worst case response
time of 1; is obtained when it is found th&t}+1 = R] (= R for the smallest value
of I). However, wherRI*1 becomes greater than the deadline of the taslks not
guaranteed to meet its deadline, so we say that the taskébeahglable.

i—1 |
R =cM 4B+ &M(1) (35)
=1 j

This response time scheduling analysis is an efficient sdhmegtest, better than
the utilisation test that is given by Lu et. al [55], from tarpoints of view. Firstly,
the response time test is a sufficient and necessary testBylepxact, which means
that the response time test is an exact test. Secondly, ipkcable to the system
model when the tasks have deadlines less than their relp#iieds. Thirdly, the
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3 Basic Exact Scheduling Analysis of AM Multiframe Tasks

response time test does not depend on the priority assignsnbeme of the tasks
in the system. For example, the response time test is splicgble to the system
model where priorities are assigned according to RM, DM grather fixed priority
assignment scheme; while the utilisation based test is not.

For more illustration of the efficiency of the response tiresttwe compare this
analysis with the most recent published scheduling test (iu’'s test [55]); in two
steps. In the first step we give in the following section twoneuic examples, the first
one illustrates the worst case response time analysisshpmesented in this section.
The second example is a modified example of the first one; xhisple illustrates the
analysis of Lu’s test and at the same time shows the insuffigief Lu’s test. In the
second step we give, in a following section, an evaluatiothefcomparison between
the worst case response time analysis and Lu’s analysis.

3.3 Numeric Examples

Table 3.2 represents an example task set of 5 AM multifrasiestavith their param-
eters and their worst case response times according to Riitprassignment (the
smaller period the task has the higher priority it is assiyn€o simplify the example,
we assume that all deadlines are identical to their relgiemods and all blocking
terms are zero.

task| C T=D| R
11 (1) 3 1
T2 (2) 9 3
13 | (3,1) 18 8
14 | (2,1) 20 14
5 | (6,3) 60 32

Table 3.2: Example System1

Lu et al. [55] noted that the schedulability of this task seimknown using Kuo’s
[44] metho@, while response time analysis shows that the task set islatiige as

SDetails of applying Lu’s test is given in Section 2.2.3.
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3.3 Numeric Examples

explained below, so the worst case response time test isrlibin Kuo’s test [44].
Also, the analysis gives an exact value of the worst caseonssptime of each AM
multiframe task in the system. For example, to find the waaseaesponse time of
14, We solve Equation (3.4) far= 4 by applying Equation (3.5) so we get

RI+1_Cm4 2 m; RI4 .
VI +glfj ((?J)’

whereC* = 2,R9 = 2.

| =0, Ry =2+ (1) + (1) + & )

Ri=2+&M([5])+&2([5]) +&°([&]) =2+1+2+3=8.

Similarly, we findR};, for| = 1,2,3,4,5, so we geR2 = 10,R} = 13 R} = 14 R} =

14 respectively. ARj = Ri, we stop increasingand the worst case response time of

74 1S 14 which is less than the deadlinemf so14 is schedulable.

Similarly, we find all worst case response times of all AM riitdime taskg1, 77, 13,
T4, Ts as given in Table 3.2 (i.e. the R column). As all of the worsteceesponse times
are less than their relative deadlines, all multiframedaskhe system are schedula-
ble. So, the system is schedulable.

However, if we modify the execution times of the taskto be (3,2) instead of
(2,1) and keep all other parameters as in Table 3.2 (see Tablev@3jnd that the
schedulability of the system is unknown using Lu’s methotitis schedulable using
our response time analysis. The following is the explamatio

task| C T

2 8 g taAsk C T
L& (7,5) 18

13 (3, l) 18 =

7% (3220 2 | (34,30) | 60

5 | (6,3) | 60

Table 3.4: Merged System
Table 3.3: Example System?2

Using Lu’s approach 11, T4, andTs are merged using Kuo’s method [44]fpwith

8Further details can be found in Section 2.2.3.
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3 Basic Exact Scheduling Analysis of AM Multiframe Tasks

a period equals to the maximum periodTaf T, andTs; which is 60 in this example.
7> has number of execution times equals to the least commoripteudtf n,, Ny and
ns; which is 2 in this example. Values @§’s execution times are found by applying

60

(f)-1
(89)+k) mod 4 £9)+k) mod j(82)+k) mod
Cé— % C T1+ mo rl>+( Z Cfll(T4)+)m0 Iy % C T5 mod 1y
K=0
for j=0,1.

S0,C9 = 34 andC} = 30.

Also, T, and 1z are merged, using Kuo’s method,tpwith the number of execution
time equal ton{" = 2 and execution time valu€y = (7,5) and a period of 18. Table
3.4 represents the attributes of the merged tasks.

Once the merged tasks are identified, the scheduling testleeck if the total peak
utilisation,U, is less than or equal to a pre defined conditional bo@®&l1,U, is the
summation of all peak utilisations of the multiframe tagkthe system; and it is given

by

2 J
c/,_7 34
U= _
2 015 A3 =18%%0

= 0.95556
CBis found depending on two parametersndz.
r is given as

r= min_ {r;};
1<i<N

wherer;j is the ratio of the first two execution times ffand is defined by

A

r-—C—iO sor _! r _ 34
I_C"il7 1_572_30-
Thereforey = min{Z, 34} = 32 = 1.133333.
Zis given by
z=max{ min { } —%h

1<i<N-1 T 1+r
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3.3 Numeric Examples

whereV; is called a virtual period and is given by

T2 60 -
Vi= | Ti= =T
i LTiJu LTijl

So,V; = | 83|18=54.

Thereforez= max{ 2, 1213323} = max{0.9,0.53125 = 0.9.

Oncer andz are identifiedCB(r, ) is given by

CBrz) = z o+  rz-1) o+  rR-1(d)Fiog
= 09 + 11333309-1) + 1.1333:12—1)((%)2%1—1)
= 0.91259

Therefore, the conditional bound function (CB) of the mertgsks is less than the
total peak utilisation of the system (i.€B < U) which means using Lu’s test that the
schedulability of the original system that is given in TaBl8 is unknown. However,
the exact response time analysis that is given in this chaptevs that the system is
schedulable because:

Ri=1< 3,
R,=3 < 9,

R;=8 < 18,
Ry =15 < 20,
Rs = 35 < 60.

The example in Table 3.3 illustrates how the worst case resptime analysis is
better than Lu’s analysis, in the sense, that the schedulbiatus of the example sys-
tem is not known using Lu’s test but is found using worst casponse time analysis.
In the following section, we investigate the performancéath worst case response
time analysis and Lu’s analysis and then we make a compabestween both of them
over randomly generated AM multiframe tasks.
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3 Basic Exact Scheduling Analysis of AM Multiframe Tasks

3.4 Evaluating Exact Response Time Scheduling

Analysis for MF Tasks

We show in this section how the worst case response timestastlear improvement,
compared to the most recent scheduling test that is repesséry Lu et. al [55].
Comparison in this section requires the generation oftigad-systems to check their
schedulability status under each approach (i.e. each ofeg@onse time and Lu’s
approaches) and then evaluate the performance of eachsa thve approaches to
determine to what extent the worst case response time tésttsr than Lu’s test.
This evaluation is presented as experiments that are egolan three steps, the first
step shows how each experiment is constructed, the secemdlastrates how each
experiment is run, and the third step shows the results aétperiments.

3.4.1 Experimental Setup

The generation of the real-time system means the gene@tibie size of the system
as well as the generation of the multiframe tasks that foesjistem. From the system
size point of view, we assign the number of tasks in the systemach experiment to
be one of the value§s, 20,100}. While from the multiframe task’s generation point
of view, we require the generation of four parameters foheaaltiframe task,r;,
(i.e. nj, Ti, Dj, Gi; which are respectively: number of frames, Period, Deadland
the execution time sequence).

The four parameters of a multiframe task are generated,mmreary, as follows.
The first parameter that is the number of frames of the maitir task is assumed
as fixed for all multiframe tasks in the system and is chosamedch experiment, as
one of the valueg3,7,13,23}. The values are chosen to be prime numbers so the
execution time sequence is guaranteed to be in its shootest The second and third
parameters, which are the period and deadline of the nartidrtask, are assumed
to be identical to each other for each multiframe task andamdomly generated in
the range of1,2500 using the uniform distribution. Once the deadlines aregaesi
to each task, the priorities of the tasks are also assigneat@ing to DM ( which is
equal to RM in our experiments) priority assignment.
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3.4 Evaluating Exact Response Time Scheduling AnalysibifeiTasks

The sequence of the execution times, which is the fourthnpeter, is generated in
two steps. In the first step we generate the utilisation fohéame of the multiframe
task, while in the second step we assign the execution tinesorame by multiplying
its utilisation by its period. The following is the full detsof the generation scheme
for the execution times.

First of all, we give an overall utilisation of the system &hdn we distribute this
utilisation to all multiframe tasks in the system. Bini et[@0] introduced an efficient
algorithm called UUniFast algorithm; which is used to ramiipdistribute the overall
utilisation of the system to all tasks in the system. The wtigo is summarised by
the pseudocode that is given by Algorithm 1; whAuerageUti represents the vector
of the average utilisation portions for the MF tasks in thetemn.

Algorithm 1 Uunifast Pseudocode

Inputs: OverallUtilisation, TasksNumber.
Outputs: Array AverageUti.

SumuUti < Overall_Utilisation

N < TasksNumber

for i =1 to N-1do .
nextSumUs SumuUti.randN=i
AverageUti(i) < SumUti —nextSumuU
SumuUti < nextSumuU

end for

AverageUti(N) < RemainingUti

We consider each portion of the utilisation for each mudtifie task as the mean util-
isation of this multiframe task, and we multiply this meantbg number of frames,
then we again apply the UUnifast algorithm to the resultdiefrhultiplication. In this
case, we get the utilisation of each frame in the multifraasé& and therefore the exe-
cution time of this frame is the multiplication of its utiison by its period. Algorithm
2 represents the descriptions of the way that is used in geéngithe execution times
of each MF task. Once we get the execution time sequence aaege it to be AM
using Mok’s algorithm [57].

For each experiment, we modify one and fix two of the threébaties of the anal-
ysed system: utilisation, number of frames and number dfstag\ll experiments
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3 Basic Exact Scheduling Analysis of AM Multiframe Tasks

Algorithm 2 Generating Execution Time Vectors

Inputs: OverallUtilisation, TasksNumber, Frame®Number, Array Period.
Outputs: Matrix of ExecutionTime.

Array AveragUtilisation < Uunifast Overall Utilisation, TasksNumbey
for i =1 to TasksNumberdo

SumUti_MF < AveragUtilisation(i) . FramesNumber

Array FrameUtilisation < Uunifast SumUti_MF, FramesNumbe)

for j =0 to FramesdNumber-1do

ExecutionTimg(i, j) < FrameUtilisation(j) . Period(i)

end for

end for

show, as expected, that the number of schedulable systers thvb exact response
time test is applied is always greater than when Lu’s tegpjisied.

3.4.2 Scope of Running the Experiments

We run each experiment 1000 times, for each chosen numbgearogs, in four steps
as following. Firstly, we generate the parameters of theegrpent (i.e. number of
frames, periods, deadlines, and execution time sequeasegsjeviously explained.
Secondly, we check the worst case response time of eachusisk, Equation (3.2),
whether it is less than the relative deadline. In other wonascheck the schedulabil-
ity of the system by checking if the worst case response toha#i multiframe tasks
in this system are within their relative deadlines. Thirdiby the same parameters of
the system we check the schedulability of the same genesgstem using Lu’s test.
Lastly, for each of the two tests, we count the percentagesoftimber of schedulable
systems out of the 1000 ones that are randomly generated.

3.4.3 Results of the Experiments

From the utilisation point of view, we investigate the vaed the utilisations that
are in(0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8). Figures 3.1, 3.2, 3.3 show the percentage
of the schedulable systems versus the overall utilisatidheosystems regarding two
parameters: number of taské, and number of frames, Each line in each graph in
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3.4 Evaluating Exact Response Time Scheduling AnalysibifeiTasks

Figures 3.1, 3.2, 3.3 shows the results of the schedulap#itcentages for a value of
n and a value oN. To simplify the presentation of the results, we preseny dnb
values ofn in each graph. So, each graph has four lines, each two linestha same
values of parameters and present the results of both therrespime test and Lu’s
test. For example, graph (al) in Figure 3.1 shows the regults number of tasks
and two values o, that are 3 and 13; and likewise all graphs of Figures 3.1,32
show the results for different values of the number of tasksraumber of frames.

Figures 3.1, 3.2, 3.3 show that when the overall utilisabbthe system is very
low, 0.1, both of the response time and Lu’s tests give the samerpsaface of 100%
schedulable systems. While when the utilisation is venhhgyeater than .8, al-
though the exact test is better than Lu’s one, the successtbftésts is very low (as
these systems are indeed unschedulable). So, we empliesisagd0.2,0.6] of the
overall utilisation to show how much the exact response tseis better than Lu’s

test.
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Figure 3.1: Percentage of Schedulable Systems Regarden@wvhrall Utilisation of
the System after Applying Response Time and Lu’s Tests (N=5)
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Graph (al) in Figure 3.1 shows that there is less than 10%ritformance of the
exact test than Lu’s test; when the overall utilisation @& fystem is @, for 5 tasks
in the system, and number of frames equal to 13. While thisdstal of performance
rises to 20% in graph (a2) (i.e. percentage of the numberledidable systems is
100%, according to the exact test, while this percentag®9s,8&ccording to Lu’s
test), when the number of frames is 23 for the same other Eeam

The performance of the response time test becomes evemn bgtiecreasing the
number of tasks and number of frames. For example, graphsul(b2) in Figures
3.2 show that there is 55% better performance of the exaicthtas Lu’'s test; when
the overall utilisation of the system is) for 20 tasks in the system, and number of
frames is 13 or 23. While this standard of performance rieed5€6 in graph (c2),
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Figure 3.2: Percentage of Schedulable Systems Regarden@\harall Utilisation of
the System after Applying Response Time and Lu’s Tests (N=20

Figure 3.3 (i.e. percentage of the number of schedulabkesssis 100%, according
to the exact test, while this percentage is 5%, accordingi®tiest); when the number
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of tasks is 100 and the number of frames becomes 23 for theatitin 02.
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Figure 3.3: Percentage of Schedulable Systems Regardin@wharall Utilisation of
the System after Applying Response Time and Lu’s Tests (R¥10

All graphs apart from (a2), in Figure 3.2, show that when therall utilisation of
the system increases up tel@and sometimes.B as in graphs (b1) and (c1)) and the
number of frames is,3or 7; the performance of the exact test stays higher than 90%
for all studied number of tasks (i.e, 20, and 100) while at the same time, graph (b2)
shows that the performance of Lu’s test decreases to ab8atw@#n the utilisation
is 0.3, number of tasks is 20 and number of frames is 7. Also, froaplyi(c2), there
is around 97% better performance of of the exact than Luks teken the overall
utilisation of the system is.8, for 100 tasks in the system, and number of frames is
23.

In addition, graph (b1) shows that there is about 42% be#&tdopmnance of the exact
test when the overall utilisation of the system i4,@he number of frames is 13 and the
number of tasks is 20. While graph (b2) shows that there is Be&er performance
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of the exact when the overall utilisation of the system.& €he number of frames is
23 and the number of tasks is 20; where 80% of the number ofatigom tasks are
schedulable by the response time test but none of them wkeeglsiable using Lu’s
test.

So, the percentage of the schedulability performance aéxhet response time test
is much better than Lu’s test and some times reach around bed%r performance.
For example, graph (c1) shows that 100% of the random systesshedulable using
exact test while non of the systems are schedulable usirgytest; when the overall
utilisation is 03, the number of tasks is 100 and number of frames is 13. Sigila
graph (c2) shows that when the overall utilisation i8,@he number of tasks is 100
and number of frames is 23; the percentage of the schedudgbtems using exact
test is about 97% while 0% of the systems are schedulablg usis test.

3.5 Summary

In this chapter, we present an exact scheduling test for @rsysf AM multiframe

tasks in terms of worst case response time analysis. Theltests a clear improve-
ment in the scheduling performance from three points of vigstly, the test is exact
and tractable. Secondly, the test is applicable to the systedel when deadlines of
the tasks are less than their relative periods and regardfate scheme for priority
assignment. For example, response time test is still agdgkcto the system model
where priorities are assigned according to RM, DM or evenathgr priority assign-

ment scheme

Thirdly, evaluations show that this exact response timehtas better performance
than the most effective utilisation-base scheduling @sAM multiframe tasks. This
improvement could reach 100% for some system parameters.
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4 Extensions of the Exact Scheduling
Analysis of AM Multiframe Tasks

This chaptef extends the basic system model that was given in the precioaster

(i.,e. Chapter 3) and presents the worst case response tiahgsisnthat copes with
the extended model. The extension of the basic model is\zgthi@ two directions
relating to release jitter and arbitrary deadlines. In thet flirection we assume that
each AM multiframe taskzj, has a maximum release jittd, but its deadline is less
than its relative minimum release times. In the second toeeve assume that each
AM multiframe task,tj, has a deadline could be greater than its relative period, so
an AM multiframe taskf;, could have interference from its previous frames during
its execution, but no release jitter is permitted in thigstaf extension. However, a
combination of having release jitter and arbitrary deadiis also given later on.

This chapter is organised as follows: the next section pes/an exact worst case
response time analysis of AM multiframe tasks assuminghiese tasks are subjected
to release jitter but no interference from the analysed itask is permitted. Section
4.2 gives an exact worst case response time analysis of AMfranie tasks assuming
no task in the system has release jitter and, also, the atbigisk could have arbitrary
deadline so there could be interference from its previcasés during its execution.
Section 4.3 analyses the worst case response time of AMfrauti tasks when these
tasks have release jitter and arbitrary deadlines at the same. A summary of the
chapter is given in Section 4.5.

IMaterial based on Sections 4.1 and 4.2 have been publis&g]in
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4.1 Analysis of AM Multiframe Tasks with Release
Jitter

When a taskrj is subjected to release jittel;, this task is not released as soon as it
arrives in the system; where the maximum time from when ivesrin the system
and being released 5. So, release jitter of a task could increase the number of
interference that; provides within the execution of a lower priority task, ietense
thattj could be released within less than its minimum inter arrivag, T;. So,T; is

not purely constant for all jobs af; which means that the number of interference that
Tj provides withinR; (i.e. the worst case response time of a lower priority tgskan

not be purely presented é%} . Therefore, the basic worst case response time formula
of AM multiframe tasks (i.e. Equation (3.4)) requires a tekmodification to cope
with the release jitter model. This section presents futaidie of this modification

assuming no interference from the analysed MF task.
To formulate the release jitter situation mathematicails@umes'}njJr
when the frame that follows;’s critical frame byk steps is releasek = 0,1,2, ..)

k is the time

(this implies thalsrjnj is the time whert;’s critical frame is released). As the criti-
cal frame of an AM multiframe task;, always generates the maximum amount of
interference within the execution of a lower priority tagk, for all number ofr;’s
invocations, we assume thgts critical frame is released first in the execution of the
AM multiframe taskrj. So, whenr; is subjected to release jittesr'j“,nj takes its place
within a time interval of lengtldj < T; whilst STi+k take their places aftde periods.
Equation (4.1) represents mathematically release jitigatson of ;.

KT, + x < S?Hk < KTj +vV, vkeZ(i.e k=0,1,2,..) (4.1)
where J =y — x.

In fact, 7 indeed preempts the most whemsrjnj takes place rightmost in its release
jitter interval (i.e. Jj) whilst s}nﬁk take place leftmost in their release jitter interval,
(vk=1,2,..). From Equation (4.1)5;nj =y andsTjJrk =x+KTj; (k=1,2,...). In
addition, the maximum execution of the lower priority MFKRasis presented by the
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peak frame oft;2. Therefore, the worst case preemption scenarig o whent’s
peak frame is released simultaneously with the criticahfa of all higher priority
AM multiframe tasks. Assumeis the time whert;’s peak frame is released, Figure
4.1 illustrates the worst case execution scenarip béving only two AM multiframe
tasks, a low priority ongj and a high priority one;.

Jj Tj
PR X+Tj y+T X+ 2T y+2.T]
- L £

Tj

R

T Task release , [ executing f finish executing

Figure 4.1: lllustration of Release Jitter Problem

As 1; does not have interference from its previous frames®@ageak frame pro-
vides the maximum amount of executionmfanalysing the peak frame gfis enough
to determine the schedulability statusmf We call the situation that leadsto exe-
cute for the longest timéhe critical instance of;. The following definition illustrates
this critical instance ofj, for the system model in this section.

Definition 4 Thecritical instance of an AM multiframe task, Tj, in a system sub-
jected to release jitteris the simultaneous release % peak frame and the critical
frames of the higher priority AM multiframe tasks; taking into acou that the crit-
ical frames are released at the very end of their relativeask jitter interval (after
their relative arrival times) whilst next frames are releasat the very beginning of
their relative release jitter interval (so, they are relealsas soon as they arrive).

20r the critical frame of;; as the critical frame of AM multiframe task is a peak frame.
3Remember that an AM multiframe task has only one criticahiea
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4 Extensions of the Exact Scheduling Analysis of AM Multifra Tasks

So, the worst case response time of an AM multiframe task found by finding
the worst case response timemé peak frame, assuming the critical instancerof
that is given by Definition 4. Finding this worst case respgotisie needs the worst
case interference from all higher priority AM multiframesks. The following lemma
proves the worst interference from a higher priority AM nifudime taskr;.

Lemma 1 For a real-time system whose tasks are AM multiframe tagks] =
1,2,..,N. Each multiframe taskj has a maximum release jitter equalg and its
critical frame is at position m Assuming Definition 4~,j is given by Equation (4.2);
whereINj stands for the maximum interference from a higher priorityltiframe task
Tj in R; where Ris a period of execution af at its critical instant.

)
=& (=5 (4.2)
j
Proof

We dividel] into two partsfj = C{" +1}"*%; whereC" is the first interference that

~rest .

Tj provides within(T; — J;) while I~ is the amount of interference thgtprovides

within R — (Tj — J;) starting from the release that follows the critical one. B6; is
rest gmi+1, -R—(T)—J
= &R,

given by:l; ¥
Therefore
=c"+ & (A=)

| = Em‘([yl + 1) because the cumulative functioﬁf‘i((u:)] +1),
starts from the release that is immediately previoustoi{ 1) so an extra interference
has been added &) whilst the relative release is subtracted by one tonpénstead

of mj + 1.

ﬂ = fjm"([%;_m +1]) because we add an integer to the ceiling function so we
can move this integer into the ceiling function

=& () = o

Using Lemma 1, the following theorem proves the worst casearse time formula

of an AM multiframe task assuming release jitter scenario.

Theorem 2 Given a real-time system consisting of N multiframe tagkp=1,2,..,N
that satisfy the AM restriction, each multiframe tagkas a maximum release jitter
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4.1 Analysis of AM Multiframe Tasks with Release Jitter

equals J, and its critical frame is at position n the worst case response time of
the multiframe task; is given by the smallest non-negative solution to Equatio)(
assuming the priority ceiling protocols [66, 60]:

R.+J,
Tj

R = c”‘+B.+zé'“' 1 (4.3)

wherefjrnj ([R‘{_Ji 1) is the cumulative function of the critical framexfas defined by
Equation (2.1) and Bis the maximum expected blocking time;of

Proof

Assume is the maximum interference from tasks whose prioritieégher than the
multiframe taskr;. Definition 4 introduces;’s critical instance as the simultaneous
release of all higher priority tasks, $ccan be presented by a summation ofINq;I;II
wherel| is the maximum interference from:

i-1
=31
=1
Assuming Lemma 1, the maximum amount of interference frdmil multiframe
tasks that have higher priority thanis given by

+JJ 1.

_ i m, RI
On the other hand, using priority ceiling protocols [66, &llpws the task to be
blocked at most once during its execution, so we only addéatorst case response
time formula, the maximum of the expected blocking valuegctvive symbolise as
B;.

Thus, the worst case response time formulg a6 presented as a collection of three
kinds of execution: maximum execution of the task it&@lf, maximum blocking
time B; and maximum interference from the higher priority multifra tasks; which
is identical to Equation (4.3)]
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4 Extensions of the Exact Scheduling Analysis of AM Multifra Tasks

Solving Equation (4.3) is given by a recurrence relatiomdsquation (4.4).

i—1 .
R!“zc{“+Bi+jzlf,-m"<ﬁ;‘]’1>; (4.4)
whereR? = C™ and| = 0,1,.. until we getR*! = R = R. However, ifR*1+J
becomes greater than the deadline, we say that the systamdbadulable. This is
because the deadline of the task is relative to its arriwatiwhilst the response time
of the task is relative to its release time. Hence, the sdivegtest for a task; with
release jittetJ; is: 1; is schedulable iR + J < Dj; whereR; is found by applying
Equation (4.4).
Example
As an illustration of the presented analysis in this se¢fi@le 4.1 represents a sim-
ple system example of two tasks; and 1,. Priorities of the tasks are assigned ac-
cording to (D — J) — monotonicpriority assignment that is presented by Theorem
16 in Section 2.3.3. To simplify the example, we assume atkihg times are
zero. To find the worst case response timerpfve apply Equation (4.4) to get:

Task C D | T | J]| Priority
n | (54,3 ]10]12 1
T2 (6,4 [20]20|0 2

N

Table 4.1: Example System Attributes

R =3+ £ ) =g =6.
| =0, Rb=6+&([&2]) =6+5=11,
=1, RB=6+¢&X([132]) =6+9=15,

| =2, RB=6+&)([1352]) =6+9=15=RZ. So,R, = 15.

R> + Jo < Do; which is 20 in this example. Therefore; is schedulable, also; is
schedulable becausg = 5. Ry +J; < D as 5+2 < 10.

Hence the whole example system is schedulable.

4The arrival times of the AM multiframe task in Figure 4.1 is presented by the term- KT;.
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4.2 Analysis of AM Multiframe Tasks with Arbitrary Deadlige

4.2 Analysis of AM Multiframe Tasks with Arbitrary

Deadlines

This section extends the basic response time analysisstigaten in Chapter 3 to be
applicable to the AM multiframe task whose deadline is aalbjtand could be greater
than its relative period. So there could be a situation wherdM multiframe task
could suffer from interference from its previous framesinlgiits execution. Analysis
in this section does not permit any release jitter for any AMtiframe tasks.

To start with, we modify Definition 4 of the critical instanoéan AM multiframe
task to cope with the arbitrary deadlines model. As the AMtiframe task may suffer
from interference from its previous frames and the criticaine of the AM multiframe
task always provides the maximum amount of interferencearig possible number of
its invocations (i.e. interference); we define the critiogtance of the AM multiframe
task as the simultaneous release of the critical frameseohttalysed task and all
higher priority AM multiframe tasks as in Definition 5.

Definition 5 Thecritical instance of an AM multiframe task t; with arbitrary
deadlinesis the simultaneous release of the critical frame;jafith the critical frames
of the higher priority multiframe tasks, taking into accouhat all tj’'s frames are
released as soon as they arrive.

Assuming this critical instance, the first step of the woestecresponse time analysis
of 1; is to introduce the terrbusy periodf a frame of a MF task; as the time from
when this frame is released until it finishes its executiam.tBe worst case response
time of 7; is the maximum of all busy periods of. We symbolise the busy period of
theq" frame of the MF taskr; aswi(q); q=1,...

The restriction of having deadlines less than their redaperiods leads all busy
periods of a schedulable MF task not to extend beyond it®getiowever, having
arbitrary deadlines could lead the busy periods of a tasktene beyond its period
and therefore its response time would include extra intenfee from the analysed task
itself. So, the analysis in this scenario is concerned wiidlyssing the interference

SAlthoughg's values are 12, .., we sayq" to simplify the presentation.
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4 Extensions of the Exact Scheduling Analysis of AM Multifra Tasks

from the analysed AM multiframe task itself as well as indeehce from other tasks
in the system.

To identify the amount of interference from the analysed tigself that should
be considered in its response time analysis, we have tofgéme relative number of
invocations (i.e. interference) this task experiencebiwits busy period. To illustrate
the problem of arbitrary deadlines more, Table 4.2 givesrgka numerical example
system consisting of two tasks: a high priority tagskand a low priority taskr,. For
simplicity and clarity we assume that none of the MF taskslhasking; andr; has
one frame whilst onlyrp is AM multiframe task with 4 frames.

Task C DI|T
1 5 10| 10
T, | (10,6,8,4) | 25|15

Table 4.2: Example of Arbitrary Deadline

Figure 4.2 shows four invocations @f starting from the execution of its critical

A 5 b 5 5 | 1 4 4 1 3
\ \ [ \ I\ \ \ [ Ah ‘T

Wo (1)

15t invocation

Wo(2)

| wa(3)
3%dinvocation ! Wa(4)

4 invocation

2¢dinvocation

. Execution of higher Second busy period|of Fourth busy
| Retease ot by porog [ ccuin ot | oy % | e

First busy period of Third busy period o preemption of
L] End of busy period ] T2 N 1Y2 ] T2

Figure 4.2: lllustration of Arbitrary Deadline Scenarianieline Diagram
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4.2 Analysis of AM Multiframe Tasks with Arbitrary Deadlige

frame and, also, shows how last three invocations ("&ir®ocation, & invocation,
and 4" invocation) ofr, include interference from previous framestpitself. In other
words, Figure 4.2 shows four busy periodggfi.e. w>(q);q=1, .., 4). As the worst
case response time of a task is the maximum busy period ibaatk can experience,
the worst case response time fis w,(2); which equals 21 in this example (full
details of the analysis and calculations are provided iretteanple at the end of this
section).

As can be seen from the above example, to find the worst cagenss time of
an AM multiframe task in the arbitrary deadline scenario, va@e to check all its
busy periods that include interference from the analyssklitaelf; and then take the
maximum of them. However, to find the busy period of tfeframe of ; we first
find ri(q) that represents the time from wheys critical frame is released until the
" frame has finished its execution; then we subtract the exectitat is related to
the previous frames. The following theorem gives a formaldfihding theg™" busy
period oft; (i.e. wi(q)).

Theorem 3 Having a system of AM multiframe tasks, each tadkas an arbitrary
deadline D, the d" busy period off; (i.e. w(q)) is given by Equation (4.5) assuming
the priority ceiling protocols [66, 60].

wi(a) =ri(a) — (q—1)T;; (4.5)

where §(q) is found by the smallest non-negative solution to Equatiod)(

ri(a) =& (@) +Bi+ > &'(f T 1)- (4.6)
=

whereEiO(q) is introduced by Definition 1 and; B the maximum blocking time qf

Proof

The busy period of a task represents two kinds of invocations: one of them belongs
to 1; itself whilst the other belongs to the tasks other tawithin preemptive fixed
priority scheduling, invocations of other tasks represematkinds of invocations one
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4 Extensions of the Exact Scheduling Analysis of AM Multifra Tasks

of them is interference from tasks whose priorities are éighant; and the other one
is blocking from tasks whose priorities are lower th@an

The term that represents the interference from higheripri@sks in this scenario is
Z', ﬁfm’((""' 1); as long as two factors are considered. The first one is theéoue
critical mstance (as in Definition 5); and the second onéa theg" busy period
of the analysed multiframe tagk, wi(q), is the time from when itgt" execution is
started until this execution is finished. In addition, usprgrity ceiling protocols
[66, 60] allows the task to be blocked at most once duringxecetion. However,
in this model, we are analysing continuous busy periods @fsdme priority due to
the interference from the MF task itself. So there is only opportunity for a lower
priority task to gain access to a shared resource and caudéary. We therefore have
the single ternB;, that is the maximum expected blocking. So, what is left t@lyare
is the interference from itself.

To analyze the interference from the analysed task itselicensideq as the num-
ber of invocations of;, so the amount of execution thatprovides starting from its
critical frame is given by (q); g = 1,2, ... Therefore, the time from when the criti-
cal frame oft; starts its execution until achieving tQ# executiony;(q), is given as a
collection of three terms: the maximum blockiBg the interference from the higher
priority AM multiframe tasks withirr;(q) (i.e. Z fm‘([ 1)) and the amount of
execution oft; itself (i.e. £ (q)). So,ri(q) is given by Equatlon (4.6).

Both ri(q) andwi(g) have same end time but different start times where the dif-
ference between the two start timegas— 1) T, havingw;(q) starts at'q— 1)T; after
ri(q). So to findw;(q), we subtractq— 1)T; fromri(q); which is identical to Equation
(4.5)0

Solving Equation (4.6) requires a recurrence relation &guation (4.7).

'(Q)

l

i a) = &M (g +a+2€ L2, (4.7)

Where,r’(q) = £™(q) andl = 0,1, .. until findingr! 71(q) = r!(q) = ri(q). However,
if ri'”(q) becomes greater thag— 1)T; + D; we say that; is unschedulable.

Theorem 3 represents a formula for finding ¢ffebusy period ofr;. Now, we have
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q | ra(a) | we(a)

1] 20 [20> T,
2] 36 [21>T,
3] 49 [19>T,
4] 58 [13< T,

Table 4.3: Possible Values of the Busy Periods

to identify how many busy periods we have to consider. InoWards, how many
values ofg we have to consider for the analysis. As the analysis is maitgrested in
the interference from the analysed task itself, we will @msively analyze the busy
periods until no interference from the framesrtpitself occurs; which means that the
busy period is finished within the same period it is releasedTiherefore,q takes
values ag) = 1,2, .. until wi(q) < T; is satisfied.

Once all needed busy periods are identified, the final stepeoaialysis is to find
the maximum busy period which represents the worst cas@mesptime oftj, R.
Symbolically,R; is found by maximisingvi(q) over all possible values @f as in the
following equationR; = maxg—12 . Wi(Q).

Example

In this example, we apply the response time analysis thaesgnted in this section
to check the schedulability ab in the example system that is given by Table 4.2. To
begin with, we give a starting values fd}(q) asr9(q) = £2(q); then, we give values
to g starting from 1. So, wheg = 1, (1) = £2(1) = 10. Then we apply Equation
(4.7) forl =0,1,2 so we get

=0, r3(1) = &9(1) + EX(42]) = 10+ EX([ 1)) = 15

=1, r3(1) = &)+ 42]) = 10+ 10=20,

| =2, r3(1)=20=r3(1). So,ra(1) = 20.

Now, we find the busy period of the first frame miby applying Equation (4.5):

1
1

wo(1) = 20— 0(15) = 20 > T,. So we increase to be 2 and similarly we apply
Equation (4.7) and (4.5) to get all possible valuesx0f|) andw,(q) as in Table 4.3.
As we getw,(4) < Ty, we stop increasing.

To get the worst case response timergfR,, we how maximise over all possible
busy periods in Table 4.3. Therefofe; = max20,21,19,13} =21 < Dy, so1 is
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schedulabl® Also 17 is schedulable becaug = 5 < D1. Hence, the whole system
example is schedulable.

4.3 Combined Analysis of Release Jitter and Arbitrary

Deadlines

This section combines the two models of Sections 4.1 and #l#2nwone model and
presents an exact worst case response time analysis of Alfranule tasks that are
subjected to both release jitter and arbitrary deadlinéseasame time. So, each AM
multiframe taskr; has a sequence of execution tinGgsa maximum release jittey, a
deadlineD;, and a period;. In fact, whent; is subjected to release jitter, there could
be a situation where the minimum time between two succe$siuges of its frames
is Ti — J; instead ofT;, so havingD; greater tharT; — J;, means that there could be a
situation wherer; is released more than once during its execution and therefor
interference from the analysed tagktself could happen during an execution of one
of its frames. So, analysis of the worst case response timenudist take into account
interference fron; itself as well as interference from other tasks in the sygtdamg
into account the situation of having two consecutive framiea taskr; (j = 1,..i)
within time intervalT; — Jj instead ofT;. Without lose of generality, we assume that
the first frame of each AM multiframe task is its critical frame, sany = 0;Vi =
1,.,N

As all MF tasks in the system satisfy the AM restriction, titeation that leads to
the worst case response timerpfs when its critical frame is released simultaneously
with the critical frames of all higher priority AM multiframtasks. That is because the
critical frame of an AM multiframe task always provides theximum interference
in the execution of the same or lower priority tasks. So, whémas interference from
previous invocations of its frames, the maximum generatesference front; comes

from when its critical frame is released.

Also, due to release jitter situation, @l (j = 1,..,i) could be released up @ units

6Note how the worst case response timaptioes not fall into the busy period of its critical frame,
but in the busy period of its second frame (i.e. the frame who®cution time is 6). .

82



4.3 Combined Analysis of Release Jitter and Arbitrary Digag|

after they arrive. So, from the preemption point of viewis preempted the most by
a higher priority AM multiframe task; when the critical frames of both andr; are
simultaneously released rightmost in their release jitierval whilst next frames are
released leftmost in their release jitter interval as expld by Figure 4.1 in Section
4.1.

For more illustration, Figure 4.3 shows the execution b&havof the example
system in Table 4.4 whose both AM multiframe tasks are stdxeto release jitter
and arbitrary deadlines wheme has deadline greater than its period. Figure 4.3

Task C D|T|J
1 (2,1) 5151
T, | (4311062

Table 4.4: Example of Arbitrary Deadlines and ReleaserJitte

N
-

L
15t frame execution

L
2nd frame execution

er—— .
3®d frame execution

D execution of T, s first frame D preemption ofr>

. . T task is released
. execution of T 's second fram D execution of 11

. execution of T s third frame ® deadline met l task is arrived

Figure 4.3: Execution of the Tasks in the Example

shows the worst case preemptiontgs peak frame where this preemption situation
lets two frames of» to interfere with the execution of the following frames. $¢s
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critical instance that leads to its worst case responsedanée modeled by Definition
6.

Definition 6 Thecritical instance of an AM multiframe task Ttj, in a system sub-
jected to release jitter and arbitrary deadlines, is the simultaneous release of the
critical frame oft; with the critical frames of the higher priority multiframagks, tak-
ing into account that the critical frames are released at vieey end of their relative
release jitter interval (after their relative arrival ting® whilst next frames are released
at the very beginning of their relative release jitter intaf (so, they are released as
soon as they arrive).

Note the differences between Definitions 4, 5 and 6. In Dédimi4, the critical in-
stance off; is characterised, from tH&' level point of view, by its peak frame whilst
in Definition 6 this critical instance is characterised lgydtitical frame. In addition,
Definition 5 assumes that the arrival time mfis the same as its release time for all
T;’s frames whilst Definition 6 assumes that release timg’sfcritical frame is after
its arrival time.

Analysis in this section considers Definition 6 to analyZe worst case response
time. As a first step of the worst case response time analf/siswe define the busy
period of a frame of; as the time from when this frame is released until it finishes i
execution. So, the worst case response timg of the maximum busy period af
over alltj’s frames that include interference fromitself. Assumey is the number of
invocations oft; (q=1,2,..), to find the busy period of thg" frame of1; we follow
two steps: first we find;(q) that represents the time from whers critical frame is
released until thg" frame has finished its execution; then we subtract the ex@cut
that is related to the previous frames. The following theopeoves the technique that
is used to find thef" busy period off;.

Theorem 4 Having a system of AM multiframe tasks, each tadkas an arbitrary
deadline D and is subjected to release jitter, fhe d" busy period of; (i.e. w(q)) is
given by Equation (4.8) assuming the priority ceiling piits [66, 60].

wi(q) = ri(a); forgq=1,
=ri(@—-Q-1Ti+J% forg>1

(4.8)
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where §(q) is found by the smallest non-negative solution to Equatio®)(

(OI> +Jj

1)- (4.9)

whereEiO(q) is introduced by Definition 1 and; B the maximum blocking time qf

Proof

ri(q) represents two kinds of execution; one is related to theutiwcof 1; and the
other is related to MF tasks other than The execution that is related ®is rep-
resented by its cumulative functid?(q) and the execution that is related to the MF
tasks other tham; is represented by blocking from lower priority tasks anciifer-
ence from higher priority tasks.

As priority ceiling protocols allow the task to be blockedvaist once during its exe-
cution and as;(q) is a continuous execution of the same priority MF task, tioekihg
term from lower priority tasks is represented by the maxinaxpected blocking time
Bi. Furthermore, as we assume the simultaneous releasarmd higher priority tasks
(Definition 6 of the critical instance af), the interference from the MF tasks whose
priorities are higher than is presented by a summation of all interference from those
tasks.

Assumef is the interference from a higher priority AM multiframe kas in ri(q),
applying Lemma 1 leads th being presented b§ ((ﬂW So, the maximum
mterference from the MF tasks whose priorities are hlghamri 'sis presented by
18P (7 +JJ}).Thereforen(q) is a collection o€ (q), B andy' } &° (7 HW),
which is |dent|cal to Equation (4.9).

ri(g) consists ofg number oft;’s execution starting front;’s critical frame. So,
the first busy period of; is the busy period ofi’s critical frame. In additiony;(q)
starts from when the]‘h frame of 7; is released whilst;(q) starts from when the
first frame is released; also, bothwf(q) andr;(q) have the same end duration. So,
whenqg = 1 both ofwi(1) andri(1) have the same start and end duration; which
means thatv; (1) = ri(1). However, wherg > 1, wi(q) andr;(q) have different starts
where the first frame starts its executiordaand theqth frame starts its execution at
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(—=1)Ti —J. So,wi(q) =ri(a) — ((a—1)Ti—J) =ri(a) — (d—1)Ti+J which is
identical to Equation (4.8)]

Equation (4.9) is solved by a recurrence relationship givgrEquation (4.10);
wherer?(q) = £°(q) andl = 0,1,2, ... ri(q) is found oncerl *1(q) = r!

fied. However, il *1(q) > (q— 1)T — J; + D;j we say that the AM multiframe task

(q) is satis-
is unschedulable because oneaidf frames could miss its deadline in this case.

ra) = £%(a) +Bi+ zl &1 r’(%j”’ﬁ). (4.10)
Final step of the worst case response time analysrts iof this section is to identify
the upper bound af that we have to consider in the response time analysis. &roth
words, how many invocations af we have to consider in the analysis. Actuatly,
takes values from 1 until no interference frafnoccurs; which happens when the
relative busy period falls in the same period thmats released in. In other words,
g=1,2,... until we getw;(q) < Ty — J; for =1 orw;(q) < T, for g > 1. Therefore,
the worst case response timemfR;, is the maximum busy period over all values of
g. Symbolically,

R = max {wi(q)}.

g=12,..

As the deadline of a task is relative to the arrival time ofttek while the response
time is relative to the release time, the scheduling tesh@fbodel in this section is
the following: 1 is schedulable if its worst case response tRn&s less than or equal
toD; — J.

As this section generalises the analysis of both analys&sations 4.1 and 4.2,
the following section presents an example that appliesethits of the worst case
response time analysis that is presented in this section.

4.4 Example

Assume the system in Table 4.4, with no blocking assumed ndalfie worst case re-
sponse time of,, we first find the busy periods; (q) depending om;(q) by applying
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Equations (4.10) and (4.8) foe= 2 andrz( )= Eg(q) , SO we get:
r(a) = E9(a) + Bi+ Thy EX(TEYHLY).

I

q=1 1) =&d1)+&X (rlz(lT)le}). To solve this equation,
0
=0, r3()=81)+ #Wﬂﬁmb

=4+ 80

—442=6

1
=1 =g+ U

= 44 E(°ET)

—4+3=7.

2
=g+ ety

= 44801 7E%)

=4+3=7=r}(1).

So,r2(1) =7, thereforens(1) =rp(1) = 7.
wo(1) > T, — Jp, SO we increasqto 2 and apply Equations (4.10) and (4.8) ffef 2,
q=2andr§(2) = £9(2) = 7, so we get

q=2, r,2)=&32) +&X [rIZ(ZT)lHl}). To solve this equation,

r9(2) + %

=0 13(2)=&@)+&(F7—1)
=7+ 5L
=7+3=10.
1
=1 3@ -8+ EE)

=74 )
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=7+5=12

2
=2, 52 =82)+ (AN
=7+ ()

=7+4+5=12=r3(2).

So,r(2) =12, thereforens(2) =ra(1) —To+J =12—-6+2=8. wy(1) > Ty, so
we increase) to 3 and again apply Equations (4.10) and (4.8)ifer2, g = 3 and
r9(3) = &9(3) = 8, so we get

q=3, r,1(3)=&)3)+&X [wr#} ). To solve this equation,

0
=0, 13(3)= @)+ e

8+1
=8+ &0 )
=8+3=11

1
=1 5@ =83+ )

11+1

=8+ff([TD

=8+5=13
13+1

1) :8+Ef(f?1) =13=r5(3).

ra(3)+%

=2, 33 =8E)+E(FT

So,r2(3) = 13, thereforens(3) =r2(3) — 2T, +J, = 13— 124+2=3. Wy(1) < Ty, SO
we stop increasing. Hence, the worst case response time-ois the maximum of
the busy periods we have got

R, = max{7,8,3} = 8.

As aresulR, < D, —Jy, sar, is schedulablg alsor; is schedulable becauRg = 2 <
D1 —J;. Therefore, the whole example system that is given in Tadles4chedulable.

’Note how the worst case response time:oi§ fallen in the busy period of its second frame.
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4.5 Summary

4.5 Summary

This chapter has shown that the worst case response timgsanal AM multiframe
tasks is tractable and flexible enough to be extended in twextitbns. Firstly, the
worst case response time analysis is applicable to thersystalel whose AM mul-
tiframe tasks are subjected to release jitter. Secondlyibrst case response time
analysis is applicable to the system model whose AM muitidasks have arbitrary
deadlines. Furthermore, this chapter gives full detaithefexact worst case response
time analysis of AM multiframe tasks that are subjected tease jitter and arbitrary
deadlines at the same time.
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5 Exact Scheduling Analysis of
Non-AM Multiframe Tasks

The previous two chapters presented the worst case respipres@nalysis of mul-
tiframe tasks that are restricted to satisfy the AM resuitt In this chapte, the
restriction of having AM multiframe tasks is relaxed, sog tissumption that having
only one critical frame per MF task is not satisfied any morgjclv affects the re-
sponse time analysis of the MF tasks. Initially, the worsteceesponse time analysis
of the general MF task; requires checking all possible combinations of all framfes o
the MF tasks whose priorities are higher thenwhich means we have to consider
|‘|ij;11nj different combinatior’sof the frames [69]. However, having introduced the
critical frame concept (see Section 2.1) leads to the reqent of only checking the
critical frames of the MF tasks whose priorities are highantr;’s. Evaluation shows
that this usage of the critical frames reduces the numbegafired combinations for
finding the worst case response timerpf

This chapter is organised as follows: Section 5.1 introdwceriterion to identify
the critical frames per MF task. Using critical frames, 88tb.2 presents the exact
response time formula of general MF tasks. Section 5.3 éxgthe application of the
response time analysis of general MF tasks by a numeric dear8pction 5.4 gives
a formal evaluation of the number of critical frames in pi@at

IMaterial based on Sections 5.1 and 5.2 in this chapter walsspet in [79].
Zrememberthan'j;llnj means the product ofj for j =1,..,i — 1. |‘|'j;l1 nj =nNg.N2.N3. .. Ni_1.
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5 Exact Scheduling Analysis of Non-AM Multiframe Tasks

5.1 ldentifying the Critical Frames

Recall Definition 2 in Section 2.1, a frame of locatirms considered critical when
this frame provides a maximum interference for at least amelyer of its invocations.
However, this definition is not enough for non-AM multifrartessks, for example
Table 5.1 shows all possible interference from a MF taswith an execution time
sequencg8,5,7,6,8,5). Applying Definition 2 onrj leads to having only one critical
frame whose execution time is 6. However, this criterionsdoet cover all critical
frames of a non-AM multiframe task as the critical frame, s#execution time is 6, is
not the only critical frame because it does not provide theimam interference in the
case of one, three and five interference fromSo, Definition 2 does not identify all
critical frames of a non-AM multiframe task. This is becatisere could be a frame,
of a MF taskrj, that does not satisfy Equation (2.2) but is critical; beeaidrom one
side, it provides the maximum interference for a specific bemnof 7;’s invocations,
and from another side, the frames that satisfy Equation @2not provide more
interference than it does. This section presents a cnitdno identifying the set of
critical frames for a non-AM multiframe task.

Location of exe.seq. | linv. | 2inv. | 3inv. [ 4inv. | 5inv. | 6inv.
Released Frame
0 (8,5,7,6,8,5) 8 13 20 26 34 39
1 (5,7,6,8,58) 5 12 18 26 34 39
2 (7,6,8,5,8,5) 7 13 21 26 34 39
3 (6,8,5,8,5,7) 6 14 19 27 32 39
4 (8,5,8,5,7,6) 8 13 21 26 33 39
5 (5,8,5,7,6,8) 5 13 18 25 31 39

Table 5.1: Possible Interference Fram

To identify the critical frames of a MF task, we follow a resgrg scenario where
we first identify the non-critical frames then consider temaining frames of this MF
task as critical. To identify the non-criticality of a framdose execution time @}’ of
the MF taskrj, we invert Definition 2 in Section 2.1. So, we say that the amose
execution time isCJy is not critical if there is another frame af whose execution
time isC}<; where the amount of interference that this frame provid@dwvays greater
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5.1 Identifying the Critical Frames

than or equal to the amount of interference that the framese/leaecution time iéjy
provides for all number of’s invocations. In other words, the cumulative function of
the frame whose execution time(t§§ is always greater than or equal to the cumulative
function of the frame whose execution timeCl}é for all number ofr;’s invocations.
However, we sufficiently consider onty; — 1 invocations oftj because the amount
of the generated interference from anyrg frames increases with a fixed rate after
nj — 1 invocations.

To symbolise the definition of the non-critical frame of a Mdsk 1; having n;
execution times(CQ,Cl,..,Cfn"fl)) within its shortest form, we consider the frame
whose execution time i@}’ is definitely not critical if3x = 0,..,nj — 1 and x#y;

where Equation (5.1) is satisfietk=1,2,..,nj — 1
EX(k) = &) (k). (5.1)

The non-criticality criterion that is represented by Equaf5.1) means that the amount
of interference the frame whose execution tim@}isgenerates is never more than the
amount of interference the frame whose execution tin@(igenerates, so the frame
whose execution time S‘}’ is never critical. We call the frame whose execution time
IS C}’ in this case thelominated frameSo, applying this criterion on all frames of a
MF task judges the non-critical frames, and therefore theareing frames of the MF
task are critical.

In fact, although this criterion of identifying criticaldmes is safe, it does not pro-
vide an optimal set of critical frames of a MF task. This isdese there could be a
frame, in the generated set, that is dominated by more tharotirer frames in the
same generated set. However, finding the minimum set otafitiames is equiva-
lent to the set-covering problem[4] and is known to be NP-glete, so we apply the
non-criticality criterion which is tractable. One sucdesspplication of this crite-
rion results in the frames whose execution time is the minmawe never critical, the
following theorem proves this.

Theorem 5 Given a MF taskr; whose execution time is in its shortest form, with n

frames where o> 1, a minimum frameis never a critical frame.

3The minimum frame is the frame whose execution time is thérmim value of the execution times.
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5 Exact Scheduling Analysis of Non-AM Multiframe Tasks

Proof
The cumulative functions of the two frames whose executimes are respectively
the minimum and next to the minimum are respectively giveilgyations (5.2) and

(5.3)
min+-k—1

Eimin(k) _ | Z CI(J mod n)7 (52)
j=min
min+k .
EiminJrl(k) _ Z Ci(l mod ﬂ); (53)
j=min+1

whereminis the location of the minimum execution time in its sequence

Foreackk=1,2,.., we subtract Equation (5.2) from Equation (5.3), so we get
Eimin+1<k) . Eimin(k) _ Ci((minJrk) mod n) _Ci(min mod m).

As Cimin is the minimum execution time of all frames, the right sidelaf equation is

never negative so the left side of the equation is also nexgative. So;fimi”“(k) >

Eimi”(k);Vk: 1,2, ..; which means that each frame with the minimum execution time
is always dominated by the frame it is followed fy.

Corollary 1 When a MF task has more than one minimum in its sequence af-exec
tion times, then all minimum frames are not critical.

Proof

Followed directly from Theorem 5 where each minimum frame. (the frame with
the minimum execution time) is dominated by the followeadrfea which means that
all minimum frames are not critical

For example, Table 5.2 presents all possible interfereraa & MF taskr; with
an execution time sequenc¢8, 3,8,3,3,4). We can see from this table that, for all
number of interference, the amount of interference the mmimn frame provides is
always less than or equal to the amount of interference thmvfed frame provides.
So, each minimum frame is dominated by the frame that isvi@tbby and therefore
all minimum frames are non-critical.

Theorem 5 shows that in the worst case, when there is only onienomm frame
of 1 and there is no dominated frames other than one minimune fther maximum
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5.1 Identifying the Critical Frames

Location of exe.seq. | linv.| 2inv. | 3inv.| 4inv. | 5inv. | 6inv.
Released Frame
0 (8,3,8,3,34) 8 11 19 22 25 29
1 (3,8,3,3,48) 3 11 14 17 21 29
2 (8,3,3,48,3) 8 11 14 18 26 29
3 (3,3,48,38) 3 6 10 18 21 29
4 (3,4,8,383) 3 7 15 18 26 29
5 4,8,3,8,3,3) 4 12 15 23 26 29

Table 5.2: Possible Interference Fram

of n; — 1 critical frames as only this minimum is definitely non-iwé. So, for a MF
task with at least two different execution times, the fraties have to be checked for
the critical criterion are the frames whose execution tig@snot minimum. So, in
the worst case, the maximum number of enumeration that datei@ evaluating the
response time of a MF taskis [,_}(n; — 1) and not as previously claimgg;_} n;
[69].

Moreover, dominated frames, of which the minimums are orzemgte, are never
critical while the remaining frames are critical. So, themner of enumeration that
is needed in evaluating the response time of a MF t@stould be even less than
|‘|ij;11(nj — 1) when the dominated frames are discard from the criticatitggon.

Once the critical frame set for each MF task is identified,wloest case response
time analysis uses the combinations of the critical frams sthigher priority MF
tasks to find the worst case response time of a lower priorigytdsk. The critical
frame set is represented by the locations of the relatitiealframes in the MF task,
so the combinations of the critical frame sets are relativepresented by the com-
binations of the indices of the critical frames. So, assiupis the set of the critical
frame locations of the MF task. Then, fromL; we defineV; to represent the com-
binations of the critical frames of higher priority MF tasks the cartesian product of
all sets of the critical frame locations for all tasks whosefties are higher tham;.
This cartesian produts?tE is defined as follow:

LetVy = {},V» = L; and fori > 2 defineV; to be the cartesian productbf, ..., Li_1.
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5 Exact Scheduling Analysis of Non-AM Multiframe Tasks

In other words,
\7i:|:1><|:2><..><Li:1.

For example, assume we hdve= {1,2,4}, L, = {0,1} andLz = {3,6}. ThenVy, V,
andVz are found as follows

Vi={},

Vo= L1 ={(1),(2),(4)},

Va=L1 x L, ={(1,0),(1,1),(2,0),(2,1),(4,0),(4,1)}.

The following section useg in presenting the worst case response time analysis.

5.2 Exact Response Time Analysis of Non-AM

Multiframe Tasks

This section presents the response time analysis of nautidrtasks that do not satisfy
the AM restriction. The system model in this section assuimebasic MF model that
is introduced in Section 2.1. In this model, all MF tasks avésubjected to release
jitter and no interference from the analysed task is peeahittHowever, sharing re-
sources is permitted and is represented for each MFrdskthe maximum blocking
timeB;.

Usually, the first step of analysing the worst case respansedf 7; is to identify
the situation that leads to this worst case response times Shination is called the
critical instance ofr;. From the preemption point of view,’s response is the worst
whent; is preempted the most. In additionjs preempted the most when the amount
of interference from the higher priority MF tasks is the nmaMim. As the critical
frames of a MF task are the only frames that provide the maxinmierference in the
execution of lower priority MF tasks, we now identify thetaral instance of a MF
taskt; as in Definition 7; where the peak frame nfis the frame that generates the
worst case execution amountwfassuming no interference fromitself.

Definition 7 . The critical instance of a MF task 71j is the simultaneous release of
the peak frame of; with the critical frames of the higher priority MF tasks, tHaad
to the worst case response timerpf
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5.2 Exact Response Time Analysis of Non-AM Multiframe Tasks

Assuming the critical instance in Definition 7, the respam®e analysis off; con-
siders its peak frame and the previous reduced set of diitecaes for each MF task
whose priority is higher than the priority @f. So, to find the worst case response time
of 7; we have to maximise its response time over all critical frawmbinations of the
higher priority MF tasks. Symbolically, the worst case @%®e time oft; has to be
maximised over all values i; which is given by Equation (5.4).

R = max{R| 9} (5.4)

vev, i
where{R; v} is the response time af that is relative to the simultaneous release, of
critical frames of higher priority MF tasks, that is presshby the combinatiomffom
the cartesian produtt and is found by Equation (5.5) as in the following theorem.

Theorem 6 R, yis the worst case response time, of a non-AM multiframetiaskat
is relative tov which represents one of the simultaneous releases of itieatframes
of higher priority MF tasks. Assuming Definition 7; {Rs given by Equation (5.5)
assuming priority ceiling protocols [66, 60].

Rv

=C"+Bi+ Z E TJ —1); (5.5)

where mis a location of a peak frame of the MF task vj is the }h element of the
vectorV (i.e. the index of;’s critical frame that is relative to the combinatidn).

Proof As we are assuming a simultaneous release of patimd higher priority MF
tasks, the worst case response time afin be presented by a summation of the worst
case execution af,, maximum interference from higher priority MF tasks witlins
execution, and maximum blocking from lower priority tadgsas priority ceiling
protocols let the task to be blocked at most once during gs@tkon. The worst case
execution off; is represented by the execution time of its peak frame@'8.

On the other hand, the interference from the higher pridvifytasks are presented
by a summation of the interference from each higher pridviBjtask. Assumé is the
amount of interference that is generated by the MF tasks @pdsrities are higher
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5 Exact Scheduling Analysis of Non-AM Multiframe Tasks

thant's
&
WhereINj is the amount of interference that is generated by the MFtask

We already know thée; g starts from wher; is released; and is released simulta-
neously withtj which is released every peridg; so the number of interference from
Tj within R, g is

Riv
i

However,T; is first released having an execution tiﬁ)\‘@, so the amount of interfer-
ence that is generated lboyis given by:

Therefore, substitutin@ in Equation (5.6) ends up with Equation (5(8).
Equation (5.5) is solved by forming a recurrence relatioregiby Equation (5.7).

RIV

J

R = C”‘+B.+Z & ([ (5.7)

wheré R, =C™ andl = 0,1,.. until R ;' = R ;. However, ifR ;! becomes greater

thanD;, we say that; is not schedulable.

5.3 Numeric Example

This section presents a simple example system to illustnatapplication of the pre-
sented exact response time analysis of the non-AM multértasks. Table 5.3 repre-
sents the parameters of this example that consists of thFemaskst,, 172 andts.

This example shows how using the critical frames in the amsleduces the num-

4To reduce the number of iterations over calculations forélsponse time of a MF tagk an alterna-
tive value ofR?’\7 can be found as the minimum interference within the exeouifa;’s peak frame

(ie. R0, = 31k miney, (&1 D)
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5.3 Numeric Example

task C T =D | priority
1 [3,4,6,8,7,5 10 high
To 5,6,10,7 40 medium
T3 1,2,3 60 low

Table 5.3: Example System

ber of combinations that are needed for the response timigsasma For example,
previously before presenting the critical frame concepg, had to evaluate the re-
sponse time of3 over all possible combinations of the framestefand 12; which
means we have to do 24 evaluations (becaydeas 6 frames and, has 4 frames
so the number of combinations isx&4 = 24). However, as minimum frames are not
critical, the number of evaluations reduces, in the firgpste 5x 3 = 15. Also, as
dominated frames are never critical, so considering ordyctitical frames of botlr,
andt, reduces the number of needed evaluations to only 6 as egglamiow.

To find the critical frames of; and 1o, we first find the cumulative functions for
each frame. Tables 5.4 and 5.5 show the amount of cumulatneibns each frame
of each MF taskr; and 1, generates; which are represented by the fundfiofi inv.
meansk = 1 for &j(k), and so on).

frame location| 1inv. | 2inv. | 3inv. | 4inv. | 5inv.
0 3 7 13 21 28
10 18 25 30
14 21 26 29
15 20 23 27
12 15 19 25
8 12 18 26

g B|WN| -
U1 |0 O &~

Table 5.4: Cumulative Functions of

Once all cumulative functions are found, we apply Equatii)to each frame
to identify the critical ones So, 1, and 1> have less than; — 1 critical frames; for
j = 1,2; where applying Equation (5.1) @ shows that the frame with the execution
time 8 dominates both frames with the execution times 7 ané®, both frames

SNote how the minimum frame is always dominated by the fraragittis followed by.
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frame location| 1inv. | 2 inv. | 3inv.
0 5 11 21
1 6 16 23
2 10 17 22
3 7 12 18

Table 5.5: Cumulative Functions of

with the execution times 7 and 5 are never critical. The samenaent is applied to
the frame with the execution time 10 m; where it dominates the frame with the
execution time 7. So, the critical frame locationstpfand ro which are presented by
L'y andl; arel’y = {1,2,3} andl, = {1,2}. As a result,
Vi = {}
Va={(1),(2),(3)}
Va=L1x o= {(1,1),(1,2),(2.1),(2.2),(3,1).(3,2)}

Therefore, to find the worst case response timeé,adnd 73 we have to evaluate
their response time over the critical framesofaindt, while 11 is the highest priority

MF task, its worst case response timéRis= 8 < D1. So, 11 is already schedulable.
For 12 and 13 we apply Equation (5.7) for the relative ~

For the worst case response timergf
R%,(l) =10+ Z:]'L:lfj\ij (H_?D = 10 + &} (H—SU = 10+ 4 = 14
v
Roy = 10+ z}zlfjj ([#—ﬁ) = 10 + 10 = 20,
1 Vi /r20

R =10+ 314§ (I£1) =10+ 10 = 20= RS (1)- SO.Ry (1) =20
Similarly, we find thatR;, ) = 36 andR; 3) = 30. So,R, = max{20,30,36} = 36.
R, < D2 soT1; is schedulable.

To find the worst case response timeagffor each combination € Vi3, we find the
relative response time ag by applying Equation (5.7). For example, to fiRgl1 1),
we do the foIIowingng(Ll) =3,

Rigy =3+ 3748 ([F)=3+4+6 =13,

Ry = 3+ 358 ([F) = 19

100



5.4 Evaluating the Number of Critical Frames

_ _ 2 —
Rg,(l,l) = 19—r3(1’1). SO,Rg’(]_?l) = 19.

Similarly we find allRz ¢ for all elements i3 to get the values in Table 5.6. There-
fore®, Rs = max{19,30,29,38 39,36} = 39.Rs3 < D3, sotz is schedulable.

framelocationf 0| 1 | 2 | 3 4|5
0 A - -] -
1 -119(30|29] - | -
2 -138(39|36|-|-
3 N I T R R

Table 5.6: Possible Response Timegpf

As 11, T2 and1s are schedulable, the whole example system is schedulable.

Although evaluating the exact worst case response timelidasmally an in-
tractable problem as in the worst case there could be a maxiofif]; (nj — 1) eval-
uations, the exact analysis can be applied to many non-AMifnaumhe tasks. The
following section investigates the number of critical fregilikely to occur in practice.

5.4 Evaluating the Number of Critical Frames

In this section, we evaluate the number of critical framex #re likely to occur to

see how often we could optimise the response time analysgjeneral. This is done
in summary by generating a set of random execution time segsewhich represent
the execution time sequence of the MF tasks. Then, for eaatuérn time sequence
we find its relative number of critical frames. The followihgo sections show the
scope of the experiments (i.e. choosing parameters and achvad the experiments
is running) while the last section presents the results@tttperiments.

6Note the maximum is only over 6 values instead of 24.
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5.4.1 Experimental Setup

The experiments in this chapter require the generation afiliframe task to find its
relative number of critical frames. Generating the mudtifie task, in its turn, requires
generating two parameters, first one is the number of frarhéseamultiframe task
and second one is the shortest form of the execution timessegu

To guarantee the execution time sequence to be in its shfotes(as we request in
the system model, see Section 2.1 for details), the expatg@ee done for all prime
numbers in the rang®, 29 to be as the number of frames. That is because a sequence
with at least two different values and of a prime size can moiscst of repetitive
sub sequences. After identifying the number of frames oMRetask, we randomly
generate the execution times using a uniform distributivalues of the execution
time sequences are randomly generated within two rajig@6] and[100,200. This
is to try different ratios of the execution time values; wh#hre ratio of the first range
is 5 times the second one.

5.4.2 Scope of Running the Experiments

The experiments are done in two sessions: one session is eXeention times are
generated within rangfl, 10| and the other is when execution times are generated
within range[100,200. Within each session we run the experiment 10000 times for
each chosen number of frames in four steps as followingtl¥ivge construct a mul-
tiframe task by generating the parameters of the experifhentnumber of frames
and execution time sequence) as explained in the previdasestion (i.e. Section
5.4.1). Secondly, we count the number of critical framedefdenerated parameters
(i.e. the generated MF task) by checking Equation (5.1) &mheof its frames. Algo-
rithm 3 represents the psodocode of the algorithm used fdintiithe indeces and the
number of critical frames. Thirdly, we repeat this expemtfer the same parameters
10000 times and then calculate the mean number of critiaaddis. Lastly, to present
clearer overview on the generated data with the knowledggtlie number of criti-

cal frames does not exceed- 1 wheren is the number of frames, we find the most
frequent number of critical frames that appears the mostimthe 10000 set for the
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same generated parameters.

Each experiment is done for each prime number of framesmitltige[3, 29| and,
as can be seen from Figure 5.1, each graph [1.4.0] and[100 200) has three lines
two of them represent the two functions: the mean number iatar frames and
the most frequent number of critical frames; and the thine liepresents the lowest
bound of the percentage that is greater than the two memtiometions of the critical
frames. Consequently, each point in Figure 5.1 represer@sobtwo options (i.e.
regarding to the line that it belongs to). The first optiorhis mean number of critical
frames for the relative number of frames out of 10000 set nfloaly generated
execution times. The second option is the number of crifreethes that is appeared
the most, for the same relative number of frames, in the s@ii6ALset of generated

execution times.

5.4.3 Algorithms of the experiment

To clarify the experiment steps’, we present here all athors that are related to the
experiments. To start with, Algorithm 3 represents the iregusteps for finding the
number of critical frames.
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Algorithm 3 Finding Number of Critical Frames

Inputs: Array ExecutionTimes.
Outputs: Array Critical Indices, Integer Siz€:riticals.

if FramesNumber= 1 then
Critical _Indices< 0
SizeCriticals < 1
else
CumulatMatrix <= cumulative matrix of Executiamimes
SizeCriticals < FramesNumber— 1
for i = 0 to FramesNumber - 1do
for j = 0 to FramesNumber - 1do
Counter<=0
if i # ] then
for k=0 to FramesNumber - 1do
if CumulatMatrix(i,k) < CumulatMatrix(j,k) then
Counter< Counter+ 1
end if
end for
if Counter=Frames&lumber - 1then
ExecutionTimes< — 1
SizeCriticals < SizeCriticals — 1
end if
end if
end for
end for
Countef <0
for i = 0 to FramesNumber - 1do
if ExecutionTimegi) # —1then
Critical _IndicegCounteR) < i
Countef < Countel + 1
end if
end for
end if

Algorithm 4 illustrates the steps that are followed to find tombinations of the
critical frames that are presented by the cartesian proguctSection 5.1.

For more illustration of the steps in Algorithm 4, we prestet following numeric
example. Assume we have the inputs that are given in TableAplying the steps
in Algorithm 4 leads to the parameters in Table 5.8; whiclléet® the needed combi-
nations.
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Algorithm 4 Finding Combinations of Critical Frames

Inputs: CounterCartesian, Taskevel, CriticalIndices.
Outputs: Array LocationsSync Release.

Require: TasklLevel# 1
if TaskLevel= 2then
LocationsSyncRelease= Critical _Indiceg1)
else
Multiple: array of size Taskh evel-2 <1
for i = TaskLevel-2 to 1do
Multiple(i) <= Multiple(i +1) . SizeCriticals(i + 1)
end for
LocationsSyncReleas€TasklLevel—1) <
Critical _IndicegCounterCartesian mod Siz€riticals(TaskLevel— 1))
for | = TaskLevel-2 to 1do
LocationsSyncReleaséj) <
Critical _Indiceg | SounterCartesian mqq SizeCriticals(j))

Multiple(])
end for
end if
Task| SizeCriticals | Critical Indices| Multiple
T 3 (0,1,2) 2
[y 2 (07 1) -
T3 1 (0) -
Table 5.7: Numeric Example to lllustrate Algorithm 4
Counter first TasklLevel—1 Locations
element element Sync
Release
0 Critical _-Index L%J mod3) =0 | Critical_IndeXOmod2) =0 (0,0)
1 0 1 (0,1)
2 1 0 (1,0)
3 1 1 (1,1)
4 2 0 (2,0)
5 2 1 (2,1)

Table 5.8: Values of the Parameter: Locati@ycRelease
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5.4.4 Results of the Experiments
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Figure 5.1: Mean and Most Frequent Number of Critical Frakivien the Range of
Execution Times is [1,10] and [100,200]

Figure 5.1 presents the evaluation of the number of crifreahes over 10000 MF
tasks with randomly generated execution time values. Nabkiation is presented by
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the two functions: the mean number of critical frames andnlost frequent number
of critical frames over the 10000 randomly chosen multifeaasks. Figure 5.1 shows
that both functions of the mean and the most frequent numbenitaal frames are
less than 60% of the original number of frames for the rangi®fexecution times
[1,10]; whilst these functions are less than 65% of the original beinof frames for
the range of the execution tim&s00 200. This implies that the number of critical
frames in practice is likely to be significantly less tHan- 1). In addition, Figure 5.1
demonstrates a linear relationship between the numbenofes and the number of
critical frames; which implies that these conclusions camextrapolated to tasks with

more than 29 frames.

To give a better coverage of the generated data, Figures B2 give details of
where each point in Figure 5.1 comes from. In other wordsyreig 5.2 - 5.6 show
the distribution of the number of critical frames, over tHg0Q0 randomly chosen
multiframe tasks for each af wheren represents the number of frames and has one
of the values{3,5,7,11,13,17,19,23 29}. We can see from all mentioned figures
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Figure 5.2: Number of Schedulable Tasks Versus Number gic&riFrames When
n= 3 (10000 Tasks in Total)

that reaching the peak when the range of execution timdsi§) is faster than when
the range 14100 200. To illustrate more, we can deduce from the above figures that
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5 Exact Scheduling Analysis of Non-AM Multiframe Tasks

the bigger ratio the execution times have the less numbaettafat frames they could
contain.

Although we can see a similar behaviour for all graphs in Fégb.2 - 5.6, an ex-
ample is given here to support and illustrate the previoustimeed deduction. Figure
5.6 (29 frames) shows that when the range of the executiastisil, 10| (i.e. ratio is
10), the maximum number of tasks (i.e. about 1150 out of tl@®@Phave 16 critical
frames while about 800 tasks have the same number of critarales when range of
the execution times if00,20(0 (i.e. ratio is 2). On the other hand, for the same gen-
erated set of data, when the ratio is 2, similar number ofstéis&. nearly 1150, 1200
and 1150 tasks out of 10000 tasks) have the number of critarales equal 189,20
critical frames respectively; while about 950, 750 and 23&s$ have the same number
of critical frames (i.e. 18L9, 20 respectively) when the ratio is 10; which supports the
idea of the bigger ratio the execution times have, the lowenlver of critical frames
the MF task could get.

5.5 Summary

This chapter is concerned with the basic response time sisafMF tasks when the
AM restriction is relaxed. The analysis is done in two magpstand then evaluated.
Firstly we introduce the critical frame concept, secondb/ wge this concept to give
the basic response time formula of non-AM multiframe tagk#aluating the critical
frame concept is also given to show how this concept imprtheesesponse time anal-
ysis by reducing the number of combinations that need to benged to determine
the worst case response time of a MF task. Although we prdwetchumber of critical
frames could reach in the worst casate 1 wheren is the original number of frames
of the MF task, evaluation shows that number of critical fesnare mostly less than
65% of the original number of the frames.
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6 Extension of the Exact Scheduling
Analysis of Non-AM Multiframe
Tasks

This chaptef extends the system model that was given in Chapter 5 andrpsetbe
worst case response time analysis of each relative extandddl. This extension is
firstly done in two directions relative to release jitter arditrary deadlines. In the
first direction we assume that each MF tagkas a maximum release jittéy but no
interference from the analysed MF task itself is allowedthka second direction, the
analysed MF taski;, is permitted to have a deadline greater than its periag sould
have interference from previous frames during its exeaufidhen, the two models of
release jitter and arbitrary deadline are combined andellagive exact response time
analysis is presented.

This chapter is organised as follows: the next section pisshe worst case re-
sponse time analysis of MF tasks that are subjected to eej@ts. The worst case
response time analysis of MF tasks whose deadlines areaayhi presented in Sec-
tion 6.2. Section 6.3 presents an example to illustrate tiadyais of the arbitrary
deadlines senario. Section 6.4 presents the worst casensesfime analysis of MF
tasks whose deadlines are arbitrary and are subjectede@see|itter. In Section 6.5
we present an example to illustrate the analysis of the coethinodel of release jitter
and arbitrary deadlines .

IpParts of Sections 6.1 and 6.2 in this chapter are publishEt9jn
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6 Extension of the Exact Scheduling Analysis of Non-AM Minétme Tasks

6.1 Analysis of MF Tasks with Release Jitter

Section 4.1 in Chapter 4 explained how release jitter afféloe periodicity of the
tasks. However, we presented in Chapter 5 the worst casermsspime analysis of
purely periodic non-AM multiframe tasks. In this sectione wover the extension
of this analysis when non-AM multiframe tasks are subjettetklease jitter. The
analysis is presented in a self contained manner ratheiathan extension to the AM
analysis of Section 4.1.

When a taskj is subjected to release jitter, its release time takes gaoewhere
after its arrival time in an interval of length equals to theximum release jitted);.
To symbolise the release jitter problem mathematicaliya,‘ﬂands‘j‘ be the times when
the (k+ 1)'" frame® of 7; arrives and is released respectived§.ands must satisfy
Equations (6.1) and (6.2) asg arrives periodically and has to be released after its

arrival time within a maximum interval of time equalsip
al = x+KkTj; (6.1)

af < S <y+kTj; (6.2)
y—x=Jjand k=0,1,2,..

As release jitter affects the periodicity of the releaseenof 1, the worst case
situation of a lower priority task; is whenrt; is released the most during's exe-
cution because, in this casg,provides the maximum number of interference within
Ti's execution. However, the maximum number of releasestthptactices is when
its release times are close to each other as much as posslh#eiollowing lemma
explains this situation.

Lemma 2 Having 1; subjected to release jitter, Jtj is released the most when its
first frame is released rightmost in its release jitter in&rwhile subsequent frames
are released leftmost in this release jitter interval.

Proof

2Althoughk = 0,1, .., for simplicity of the presentation we sglg+ 1)t".
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6.1 Analysis of MF Tasks with Release Jitter

Substitute Equation (6.1) for Equation (6.2), so we get
X+KT; <.
Now, substitut&k+ 1 for k to get the following inequality
X+ (k+1)T) < gL,
Subtracﬁj‘ from both sides of this inequality, so
X+ (k+1)Tj—sf <t g
We already know, from Equation (6.2), thas'j‘ > —(y+KTj). So,

X+ (K+1)Tj — (y+KT)) <x+ (k+D)Tj—sf < g1

Ti—(y-x) <4l g

Therefore,
SH >+ T - ;. (6.3)

Equation (6.3) presents a relationship between releasstoheach two successive
frames wherr; is subjected to release jitter. Without lose of generalrtyl &0 clasp
the first two releases af’'s frames, we assumg first arrives as early as possible (i.e.
first arrival time isx) but is released as late as possible so release time of thiedirse
(i,e.k=0) iss? =y which is rightmost oftj’s release jitter interval.

Fork > 0, 1j is released the most when release times of its successimedrare
closest to each other. In other words,is released the most Whesk‘\+1 equals to the
actual lower bound value (slj‘“. We already know thadj‘ > a'j‘ anda'j‘ = x+KTj, so
Equation (6.3) becomes

S > X+ KT+ Ty - Jj,

Slj(+1 > X+ (k+1)T; - Jj.
As &t =x+ (k+1)T;,

Sl-(+1 > ak+1 _\J]
J — 7 ’
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6 Extension of the Exact Scheduling Analysis of Non-AM Minétme Tasks

However,s‘j‘+1 > a'j‘Jrl as the release time of a task is always after its arrival time.
So,s"* should not take values in the ranfg*! — J;,a!"*). Therefore, the lowest
value thatéj‘+1 takes isa‘j(“; which means that the latest tintg is released after
the first release is as soon as it arrives. However, the atiwas are always at the
beginning of release jitter interval; which is leftmost efgase jitter interval. Soj is
released the most when the first frame is released rightrhdstrelease jitter interval

while next frames are released leftmost of its release jitterval ]

Figure 6.1 illustrates the situation wherés released the most in the interygl, f].

Jj Tj

T X+2.T] y+2T;

X
<
X
_|_
i
<
--_|_ - - -

_ A 9 A ct A C2
Tj ! : L‘_\

Tj

R

T Task release , [ executing f finish executing

Figure 6.1: lllustration of Release Jitter Problem

Lemma 2 presents the situation whateis invoked for the maximum number of
times. Asr; is a MF task, the amount of invocation (i.e. interferenceawer priority
tasks) that is relative to this maximum number is relativaifferent according to the
first released frame afj. However, we explained in Section 5.1 how critical frames
of a MF task are the only frames that provide the maximum armolinterference in
lower priority tasks. The following lemma proves that thigical frame set remains
the same whem; is subjected to release jitter.

Lemma 3 Having non-AM multiframe task; subjected to release jitter, its critical
frame set remains the same as whigdoes not have release jitter.
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6.1 Analysis of MF Tasks with Release Jitter

Proof

The maximum amount of interference from a MF tagkfor all number of interfer-
ence (i.evk=1,2,..), are generated by its critical frames. On the other hanease
jitter of 7 could affect the number of interferencegenerates on a lower priority task
but does not affect the execution times of the frames. Sofréimee that is relative
to the maximum interference on this lower priority task ebbé different from the
one that is relative to the maximum interference whgwas not subjected to release
jitter. However, both frames are from the critical frame Isetause this set depends
on the maximum amount of interference tliagenerates for all its possible number
of interference. So, even if the number of interferenceaases by release jitter, the
relative critical frame will be one of the original criticethme set. Therefore, the crit-
ical frame set keeps the same as explained in Sectionl 5.1.

Example

The following example illustrate Lemma 3. Suppose a systé@mtivree MF tasks in
Table 6.1, the critical frame locations of and1, are{1,2,3,4} and{1, 2,3} respec-
tively.

task C T | priority
T, |3,4,6,7,8,6,8 10| high
T2 56,7,10 40 | medium
T3 1,23 60 low

Table 6.1: Example System

Firstly, we present all possible response timegpéassuming there is no release
jitter for any tasks in the system. Table 6.2 presents aBiptesresponse times that are
relative to all critical frames of; and1,. So, we see from the table that the worst case
response time of3 is 50 and the relative critical frames of and1, are the execution
times whose locations are 3 and 3 respectively; which repteke execution times 7
and 10 respectively.

Now, assume; has release jitter of 1 then this release jitter gives risent@xtra
interference front,; and therefore its critical frame is changed to be relativéhto
new number of interference. To find out how the critical frasmehanged, Table 6.3
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6 Extension of the Exact Scheduling Analysis of Non-AM Minétme Tasks

framelocation 0| 1 | 2 | 3 | 4 |5|6
0 - - - - - - -
1 -119(30|30|34| - | -
2 -120(137|39|35]| - | -
3 -130(40|50|38]| - | -

Table 6.2: Responses of When No Release Jitter

presents all possible response timesrp{calculated by applying Equation (6.5))
that are relative to all critical frames af and1,. We see from this table that the
worst case response time of is now 56 and critical frames af, and 1, are 6 and
10 respectively. At the same time, according to the framesarid 10 ofr; and 1o,
the relative response time of in the casel; = 1 isR3 = 54. So, the specific critical
frame ofry has changed when release jitter exists but is still one meailee critical

frame set.
framelocationf 0| 1 | 2 | 3 | 4 |5|6
0 - - - - - - -
1 -119(36|38|34| - | -
2 -127(137139|35]| -] -
3 -138|56|54|38]| - |-

Table 6.3: Responses of WhenJ; =1

As a first step in any worst case response time analysis okajtase have to iden-
tify its critical instance that is considered as the worsecsituation ing;’s response
time analysis. For preemptive real-time tasks under fixéatipy scheduling,;’s re-
sponse time is the worst whenis preempted the most during its execution. A higher
priority MF task j preemptst; the most wherr; provides as much interference as
possible intj’s execution. Having; and1; subjected to release jitter and consider-
ing Lemma 2,7; interferesr; the most when both; andt; start their first executions
simultaneously andj’s first frame is released rightmost in its release jitteemél
while subsequent frames are released leftmost in thisgelgtier interval. On the
other hand, as; is a non-AM multiframe task, its critical frames provide tmexi-

3Full details of the calculation are given by the example atehd of this section.
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6.1 Analysis of MF Tasks with Release Jitter

mum amount of interference in lower priority tasks. Alsoriasoes not preempt itself,
studying the schedulability status gfs peak frame is enough to decide its schedula-
bility status. Therefore, we define the critical instance efon-AM multiframe task

T; as in the following definition.

Definition 8 Having a system whose MF tasks are subjected to lease jitter, the
critical instance of a non-AM multiframe task 1 is the simultaneous release of its
peak frame and the critical frames, of the higher priority N&#sks, that lead to the
worst case response time gf where the simultaneous release takes its place at the
end (i.e. rightmost) of their release jitter intervals wdtisubsequent releases of the
frames that follow the critical frames take their place hedist in their relative release

jitter intervals.

Figure 6.1 illustrates this critical instance by presentine simultaneous release of
two MF tasks; a higher priority MF task and a lower priority MF task;.

Assuming Definition 8 of the critical instance and accordimggemma 3, analysis
of the worst case response timerphas to be maximised over all combinations of the
critical frames of the higher priority MF tasks. HoweversasieR, g is 1;'s response
time that is relative to a specific combination, that is repreed by V, of the critical
frames of the higher priority MF tasks; to filkl ; we have to find the amount of in-
terference from the higher priority MF tasks wittfg. The following lemma proves

a formula for finding this amount of interference.

Lemma 4 Given a real-time system consisting of N non-AM multifraaskd7;;
j =1,2,..,N, each MF taskrj has a maximum release jitter equals JAssuming
Definition 8 where the simultaneous release of the critichies of the higher priority
MF tasks is represented By R g is the response time of that is relative to a specific
V; the maximum amount of interference ingRrom the tasks whose priorities are
higher thant; is given by Equation (6.4).

-1 v Rig+J

> §(1=5=D: (6.4)

=1

4 e \i; whereV is given in Section 5.1 as the cartesian product of the lonatof the critical frames
of 1j, more details in Section 5.1.
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Proof

Assumel is the maximum amount of interference from tasks whose itigsrare
higher thant;, then we can presefitas a summation of all interference from higher
priority tasks because of the simultaneous release ofgtiidnipriority MF tasks (Def-
inition 8). So,

=% I
X
wherel]- is the maximum amount of interference from the higher piyaWlF taskr;.
According to Definition 8 we divide this amount into two parts

~ Vi rest.
lj=C; +1}°%

whereC}ij is the first interference thag provides within(T; — J;) while 17*!is the
amount of interference thaf provides withinR; ¢ — (T; — Jj) starting from the release
that follows the first one. S6{*'is given by:

- Rif_ T —J;
Il['est: Ej(VJJFl)(( v EI-_J J)-I)
j
Therefore,
=i+ &7 ([Rei=y)

[ = E}ij((ww + 1) because the cumulative function starts from a previous
release so an extra interference has been added,
Ij = Ej\/"([w +1]) because we add an integer to the ceiling function so we

can move this integer into the ceiling function,
~ Vi rRo—(Ti=3) T, Vi rRa+J)
= &R ) = IR,

So, the maximum amount of interference from tasks whoseaipe® are higher
than the MF task, assuming:}'i is the first execution time of; (remember thav;~
is a location of a critical frame, afj, that is relative to the combinatiaf), s given by
Equation (6.4)]

Having a formula for the amount of interference from highaogity MF tasks,
what is left in the response time analysis is to find the foarhét represent,  for
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a specific combination; & Vi, of the critical frames of all higher priority MF tasks.
The following theorem proves a formula Bf .

Theorem 7 Given a real-time system consisting of N non-AM multifraasiks7;;
j=1,2,..,N, each MF taskj has a maximum release jitter equalsahd has its peak
frame at position 1 assuming Definition 8, the worst case response ting, dhat

is relative to¥ € Vi is given by the smallest non-negative solution to Equatfof)(
assuming priority ceiling protocols [66, 60¥. represents a combination vector of the
critical frame locations of the MF tasks whose prioritiegdrigher thar;.

Riv+Jj

i1
=C.”‘+Bi+zlfjv'(f ) (6.5)

wherevj is the { element of the vectd.

Proof

As T1; does not preempt itself, the maximum amount;&f execution is represented by
its peak frame. Also, priority ceiling protocols let thekas be blocked at most once,
so we just add the maximum blocking time to the response tomadla. In addition,
Lemma 4 presents a formula for the amount of interferenama faggher priority MF
tasks. So as we are assuming the simultaneous releasamd higher priority MF
tasks, we can present the worst case response tima®a summation of its execution
and interference from the higher priority MF tasks. Therefthe worst case response
time of the task; is given by the smallest non negative solution to Equatiob)(8

Solving Equation (6.5) is given by forming a recurrence ¢igmegiven by Equation
(6.6).
RI v+ JJ
Tj

—C" +Bi + Z & ([ 1) (6.6)

whereR’; =C™ andl = 0,1,.. till R =R ;=R g. However, ifR ;! > D; — J;, we

say thatr; is not schedulable.

Corollary 2 The worst case response time of a non-AM multiframetasla system
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subjected to release jitter is given by Equation (6.7)

R = maX{R. ) (6.7)

V€|

Proof
For each combination of € Vi, we find the worst case response timerpthat is
relative to this combination. “Therefore, the worst case response time;aé the
maximum of all of them as in Equation (6.17).
Schedulability Test
As the response time is calculated from the time wheis released while deadline
is scheduled from when arrives in the system, the response time scheduling test is
given as following:t; is schedulable iR < D; — J;.
Example
Recall the example in Table 6.1 with no blockings @pg=1,J, =0, and 3 =0, to
find the worst case response timergfve apply Equation (6.6) for all & Vi; where
Va={(1,1),(2,1),(3,1),(4,1),(1,2),(2,2),(3,2),(4,2),(1,3),(2,3),(3,3),(4,3)}. For
example, whew = (2, 3) then

Q$—0“+zjlf (Bt

()—3+fﬂ(l )+ e Be)

£3(7297) =3+13+10="26.
£3([28]) =3+21+10=34
3(1341) =3+27+10=40,

3~

3~

3~

=3, Rg 23)_3+£1([&
=4, R (05 = 3+ & (%
=5, R; 53 = 3+35+10=48,

=6, RS 55 = 3+35+15=53

=7, R 55 = 3+38+15=56

=8, R; 55 = 3+38+15=56.

S0, R 23 = 56. Similarly, we find allRs ¢ for all V € V3 to get values that were

w

w

previously presented by Table 6.3. Therefd®gjs the maximum of all values in Ta-
ble 6.3, sdR3 = max{19, 36,38,34,27,37,39,35,38,56,54,38} = 56 < D3. So,13iS
schedulable.
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6.2 Analysis of MF Tasks with Arbitrary Deadlines

The previous section presents an extension of the worstreapense time analysis
of the non-AM multiframe tasks from the point of view thatkashave release jitter
but the analysed task does not have interference from itsque frames during its
execution. This section presents another extension of tretwase response time
analysis of the non-AM multiframe tasks; where the MF taskeeharbitrary deadlines
but does not have release jitter. In other words, the deadlithe analysed task could
be greater than its period, so analysis of the worst casemssptime has to take into
account the interference from the analysed MF task itseMedkas interference from
higher priority MF tasks.

As a first issue we start by identifying the situation of the td8kt; that could lead
to its worst case delay of its response time; which we callktitecal instance off;.
As there is a possibility of having interference from thektaself within its execu-
tion as well as the interference from the higher priority MBKs, to demonstrate the
maximum amount of interference from we have to consider its own critical frames
besides the critical frames of the higher priority MF tasi8o, the arbitrary dead-
line scenario leads us to the situation of analysing alloaitframes of the analysed
MF task instead of analysing only its peak frame becauseitisal frames are the
frames that generate the maximum amount of interferendenihe same or lower
priority tasks. In other words, the critical instancerpfs presented by the following
definition.

Definition 9 . The critical instance of a non-AM multiframe task 7; whose dead-
line is arbitrary is the simultaneous release, that leads to the worst capense time
of 7;, of the critical frames of botly and all MF tasks whose priorities are higher than

T’S.

In the previous section, the simultaneous releases of theatframes of the MF
tasks whose priorities are higher tharare represented by the cartesian prodicif
I:j; wherej =1, 2, .., i—1. However, Definition 9 considers all simultaneous relsase
of the critical frames of the analysed MF tagkand the MF tasks whose priorities are
higher thanty’s. So, we represent the simultaneous releases in thisosday the
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6 Extension of the Exact Scheduling Analysis of Non-AM Minétme Tasks

cartesian produdt, of |:j; wherej =1, 2, .., i. Therefore, the response timemhas
to be analysed for all its critical frames whose locatiores@esented by;,"which is
theith element of the vectov & Vi, as well as critical frames of higher priority MF
tasks, whose locations are presentedjpyj = 1,2,..,i — 1.

To analyze the response time pithat is relative to the combination of the critical
framesv; the first step is to define the busy period of a frame of a MF gastke time
from when this frame is released until it finishes its exemuthat is relative to this
frame. So, assuming Definition 9, the worst case busy pefiagtbat is relative to
the combinatiorv is the maximum busy period af taking into account that the busy
period could include interference fromitself.

Assumeq is the number of invocations af (g = 1,2,..), to find the worst case
busy period of thef" frame of T; that is relative to the combinationve follow two
steps: first we find; 3(q) that represents the time from whafs critical frame whose
location isvVi is released until the|th frame has finished its execution; then we find
w; ¢(q) that represents thgt" busy period off; that is relative to the combination of
the critical framess Dy subtracting the overlap invocations that are not rel&agtie
busy period of the!" frame. The following theorem proves the technique that éslus
to findw; 4(q).

Theorem 8 Having a system of non-AM multiframe tasks, each MF taglas an
arbitrary deadline B. Assuming Definition 9, théfbusy period of;; that is relative
to the combinatiorV (i.e. wg(q)) is given by Equation (6.8) assuming the priority
ceiling protocols [66, 60].

Wi,g(0) = i (0); forgq=1, (6.8)
=rig(q—(q—1)T; forg>1
where § y(q) is found by the smallest non-negative solution to Equao®)(
¥ ' v rig(a)
ri,V(q):fi'(Q)‘i‘Bi‘i‘ZEJ‘ ([ _ 1) (6.9)
= Tj

SWith the knowledge that’s values start with 12, ..
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whereEi‘7i (q) is introduced by Definition 1 and; Bs the maximum blocking time af

Proof

As we are assuming the simultaneous releagearid higher priority MF tasks; ¢(q)
can be represented by a summation of two kinds of executioa;i®related to the
execution oft; and the other is related to MF tasks other thanThe execution that
is related tar; is represented by its cumulative functiéfi(q) and the execution that
is related to the MF tasks other thans represented by blocking from lower priority
tasks and interference from higher priority tasks.

As priority ceiling protocols allow the task to be blockedvaist once during its ex-
ecution and as ¢(q) is a continuous execution of the same priority MF task, tioelo
ing term from lower priority tasks is represented by the nmraxin expected blocking
time B;. Furthermore, as we assume the simultaneous releasarmd higher priority
tasks (Definition 9 of the critical instance @), the interference from the MF tasks
that have higher priority than is presented by a summation of all interference from
those tasks.

Assumeﬂ is the interference from a higher priority MF multiframekas in r; ¢(q),

applying Lemma 1 leads tfq being presented bgﬁ((riﬁ%(jqn (with the assumption

thatJ; = 0). So, the maximum interference from the MF tasks whoseripge are
i Qi i—1 Vi rlig
higher thanm's is presented by} & (|- qu)

&7 (a), B andy |4 &7 (1%421); which is identical to Equation (6.9).

1). Thereforer; ¢(q) is a collection of

ri,¢(q) consists off number oft;’s execution starting frons’s critical frame whose
location isvi. So, the first busy period af is the busy period of the'" critical frame
of 7j. In addition,w; 3(q) starts from when th<a|th frame of7; is released whilst; g(q)
starts from when the first frame is released; also, botly; 9fq) andr; 3(q) have the
same end. So, whem= 1 both ofw; (1) andr; 3(1) have the same start and end;
which means that ¢(1) = ri y(1). However, whermy > 1, w; g(q) andr; g(q) have
different starts where; () starts at 0 ana; y(q) starts at(q—1)Ti. So,w; 4(q) =
w; ¢(q) — (g— 1) T; which is identical to Equation (6.8).

Equation (6.9) is solved by forming a recurrence relatigmal in Equation (6.10);
wherel = 0,1,.. until gettingr| $*(q) = r! ¢(q). However ifr{ ;*(q) > (q—1)T; +D;
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6 Extension of the Exact Scheduling Analysis of Non-AM Minétme Tasks

thent; is not schedulable as would have passed tfqéh deadline in this case.

rtl(g) = g.Vi(q)+Bi+lzlfy~j(fril’v—(®1)- (6.10)
Y [ & J T

Theorem 8 provides a way for finding th# busy period off; that is relative to the
combinationv; forg=1, 2, ... To identify the worst busy period that is relative to the
combinationv; we have to maximise all relative busy periods that includiesference
from 7. In other words, we have to maximisgyg(q) over allg; whereq takes values
from 1 until 7; stops interfering within its invocations. So, we keep iasiag values
of q and findingw; y(q) until Equation (6.11) is satisfied.

wig(q) < Ti. (6.11)

That is because satisfying Equation (6.11) means thhgas finished its execution
within the period it is released in; and no further interfexe fromrt; itself will occur.
Therefore, the worst case busy periggd; that is relative to the combinationc™V; is
the maximum busy period over all g that is bounded by Equdtalil). Mathemati-
cally, w; g is found by Equation (6.12).

Wig= max {wig(a)}. (6.12)

Therefore, to find the worst case response timeg 0R;, we have to maximise all
worst case busy period i over all possible combinations, h other word, the worst
case response time gfis given by Equation (6.13).

R = max{w; ¢} (6.13)
veV

Scheduling Test

The schedulability test af; within the arbitrary deadline scenario is as followsis
schedulable if its worst case response time, that is catdilay Equation (6.13), is
less than or equals to its deadline (iR < D).
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6.3 Example

6.3 Example

Assume a system with three independent tagks, andts with the parameters given
in Table 6.4. For simplicity of the example we assume all kilogs are 0. To identify

task C T | D | priority
11 |53,4,6,8,7 10| 10 1
T2 6,10,7,5 | 40|40 2
T3 6,7,8 50| 60 3

Table 6.4: Attributes of the Tasks in the System

the schedulability status ag, we have to find its worst case response timeDAs>
T3, we need to evaluate the response timesobver all its critical frames of the MF
tasksty, T2 andTts.

Using analysis in Section 5.1, locations of the criticahies Ej; j=121,2,3 are
found as follows

I:l - {27374},
> ={0,1} and
s ={1,2}.

So, the cartesian produés of Lj; j = 1,..3is found as
Va={(2,0,1),(2,0,2),(2,1,1),(2,1,2),(3,0,1),(3,0,2),(3,1,1),(3,1,2),(4,0,1),
(4,0,2),(4,1,1),(4,1,2)}.

Now, we apply the response time analysis in this section ingi@ps. In the first step,
we findw; ¢ using Theorem 8 and Equation (6.10) and in the second stefinevthe
worst case response tirfieby maximisingw; g over allv e \73.

For example for the combination="(2,0, 1), applying Theorem 8 leads to

r3(201)(0) = EX(q) + 21.2:1 fj\7j ( (r3_<z_%1>(Q)1>

Vi 1
q=1, thenr37(27071)(1) =7+ 212:1 EJV] ( (rs,(z,_(l{jl)( )D

By solving this iterative equation, we find that; o 1)(1) = 38. So,
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6 Extension of the Exact Scheduling Analysis of Non-AM Minétme Tasks

W3 (2,0,1)(1) =38<Ts.

So restriction (6.11) is satisfied and therefore, no needld@asey’s values any more.
Thus,wz (201) = 38.

Similarly, we findrs z02)(1) = 8 +33_, &1 (["22222]) = 39 So,w3 502 (1) =
39. In the same way, we find ali3 y usingrz ¢(q) to get the results in Table 6.5. Where
we calculate all possible worst case busy periods that &twveto all critical frames
of 13 and higher priority MF tasks. Note from Table 6.5 that valagg increases to

v q | rag(q) | wag(q) W3 g
201 (1] 38 38 38
(2,02) [1] 39 39 39
2,1,1) 1] 57 |57>Ts
(2,1,1) | 2| 69 19 | max57,19} =57
2,1,2) | 1| 58 |58>Ts
(2,1,2) | 2| 68 | 18 |max58 18} =58
(3,0,1) | 1| 39 39 39
(3,0,2) | 1| 40 40 20
(3,1,1) | 1| 46 26 26
(3,1,2) | 1| 47 47 47
4,0,1) (1] 36 36 36
(4,02) | 1| 37 | 37 37
4,1,1)| 1| 40 | 40 40
4,1,2) | 1| 58 |58>Ts
4,1,2) | 2| 79 | 29 |max58 29} =58

Table 6.5: Possible Busy Periods

2 for the combination$2,1,1), (2,1,2), and(4,1,2) as the relativavz (1) is greater
thanTs.

Once all worst case busy periods that are relative to a3 are identified, the
worst case response time of, Rs, is the maximum of all identified busy periods
and found by applying Equation (6.13) (i.@sy's column in Table 6.5). ThuR}; =
max 38,39,57,58,39,40,46,47,36,37,40,58} = 58 < D3, sot3 is schedulable.
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6.4 Combined Analysis of Release Jitter and Arbitrary Dieas!

6.4 Combined Analysis of Release Jitter and Arbitrary

Deadlines

Section 6.1 restricts the system to have deadlines lesslieamrelative periods and

Section 6.2 restricts the system to have no release jittethi$ section we relax the

two previous restrictions and present the worst case regpiime analysis of systems
whose deadlines are arbitrary and the MF tasks are subjectetbase jitter.

The first issue of the analysis is to identify the situatioattieads to the worst
case response time of the analysed MF task. Within the cbofetke analysis in
this section, we consider the simultaneous release, ofritieat frames for both the
analysed MF task and higher priority MF tasks, is the situathat leads to the worst
case response time of the analysed task. We call this situgte critical instance of
a MF task; which is given by Definition 10.

Definition 10 . The critical instance of a non-AM multiframe task 7; whose dead-
line is arbitrary and the MF tasks are subjected to release jiter is the simultaneous
release, that leads to the worst case response tintg of the critical frames of both
T; and all MF tasks whose priorities are higher tha's; where the simultaneous re-
lease takes its place rightmost in their release jitter imé whilst subsequent releases
of the frames that follow the critical frames take their gdeftmost in their relative

release jitter intervals.

Definition 10 considers the simultaneous releases of thiealrirames of botlr;
and higher priority MF tasks. So, we use the presentationeo§imultaneous releases
as in the previous section; which is the cartesian prodfuct Lj; whereLj is the
critical frame locations ofj; j =1, 2, .., i. Note that/; takes into account the critical
frames of the analysed MF task; where their locations arsemted by';. So,V; is
a set of vectors, each vector represents a combination afitieal frames of botl;
and higher priority MF tasks.

Assuming Definition 10, we divide the response time anaiysostwo steps. Firstly,
for each simultaneous releasemand higher priority MF tasks (i.ez € V;), we find
w; g that is the worst case busy period pfthat is relative tov'e Vi Secondly, we
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6 Extension of the Exact Scheduling Analysis of Non-AM Minétme Tasks

maximise all found worst case busy periods over all comimnat/ € V.

To find w; g, we have to consider all busy periods that could includerfietence
from 1; itself as well as higher priority MF tasks. So, assuming(q) is theqt" busy
period, oft;, that is relative t& ¥, w; y(q) is found by firstly finding;j ¢(q). ri ¢(q) is the
response time af frames starting from the frame that is synchronised wittilgaer
priority MF tasks. The following lemma introduces a formida findingr; ¢(q).

Lemma 5 Having a MF taskt; in a system that is subjected to release jitter and
arbitrary deadlines. irg(q) is Ti's response time, that is relative fowhich represents

a combination of the critical frames of bothand the higher priority MF tasks, of g
frames starting from the frame whose locatioris r; 3(q) is found by the smallest
non-negative solution to Equation (6.14) assuming therpyi@eiling protocols [66,

60].

(a) +J

) i1
ro(a) = (@) +Bi+ 3 & (L), (6.14)
=1 j

Wherefi‘7i (q) is introduced by Definition 1 and;Bs the maximum blocking time of

Proof

As we assume a simultaneous release of all higher prioritytddks at the starting
time ofr; g(q), we can represemfy(q) by a summation of the amount of execution of
7; and the amount of interference from higher priority MF tagiising Lemma 4, the
maximum interference within y(q) from higher priority MF tasks and that is relative
to the combinatiow is given by

i-1 .
5 /(119

Furthermore, the amount of executiontpfor q frames starting from the frame whose
location isvi'is given byfi‘z(q). In addition, asi 3(q) represents a continuous execu-
tion of a same priority MF task, the priority ceiling protds$66, 60] would not allow
this MF task to be blocked for more than once at most duringeeution ofj ¢(q).
So, we just need to add the maximum blocking time;tgq). Thereforey;(q) is
represented by the summation of the three terms as in Equ@tib4)]

63 represents the simultaneous release of the critical fraiesth 1; and higher priority MF tasks.
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6.4 Combined Analysis of Release Jitter and Arbitrary Dieas!

Solving Equation (6.14) is done by forming a recurrenceti@ahip as in Equation

(6.15).
ril,v(Q) +J;

T D; (6.15)

vi i—1 7.
Ny @ =&"@+B+ 3 &'(
=1
wherel =0, 1, 2, .. until r; *(q) = r{ 3(q). However, ifr; ;*(q) > (q—1)Ti + D; — J
thent; is not schedulable.
Oncer; (q) is calculatedw; g(q) is found by taking out the overlapping execution

that does not belong to the execution of tffeframe. The following theorem proves
a formula for findingw; ¢(q).

Theorem 9 Having a system of non-AM multiframe tasks, each taslas an arbi-
trary deadline D and is subjected to release jittgrand a simultaneous release of the
critical frames oft; and higher priority MF tasks that is presented by their locasV.
The d¢" busy period ofi; that is relative tov (i.e. W g(q)) is given by Equation (6.16).

Wio(0) = ri,9(0); forq=1,
io(@—(@Q-1)Ti+J; forg>1

(6.16)

I
-

Proof
w; y(q) starts from when thet" frame (starting from the frame whose locatiorvi§ ~
of 7; is released; and ends by when this frame has finished its #xecy 3(q) starts
from whent;’s frame whose location ig is released and ends by when tf&frame
of 1 has finished its execution. So, whge= 1, r; (q) andw; 3(q) start and end at the
same time sav, g(q) = rig(q). However, wherg > 1, ri 3(q) andw; 3(q) end at the
same time but; y(q) starts earlier tham; g(q) so the amount ofi 3(q) is greater than
w; ¢(q). To find w; g(q) we subtract the start time o g(q) (i.e. Vi +(q—1)Ti — J)
from the start time of; g(q) (i.e. Vi) becausen; () starts later tham; g(q). In other
words,

Fio(d) —wig(a) =Vi+(q—1)Ti — J — V.

Thereforew; 4(q) = ri 4(q) — (Q— 1)Ti + J;; which is identical to Equation (6.16).

Theorem 9 finds the" busy period, off;, that is relative tov.” To find the worst
case busy period that is relative Yové have to maximise the busy periods that are
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6 Extension of the Exact Scheduling Analysis of Non-AM Minétme Tasks

relative tov'over all values ofj as in the following Corollary.

Corollary 3 w;y is the worst busy period of a MF tagkthat is relative to the si-
multaneous release, of the critical frames, that is repnése byV. w g is given by
Equation (6.17).

W= max {wig(a)}; (6.17)

where g= 1,2,.. until wi g(q) < Ti —J; for g= 1 and wy(q) < T for g > 1. Thisis
because, in this case, stops interfering its execution wher(gy) falls in the same
period it is released in.

Up to this point, for eaclv Wwe have identified the relative worst case busy period.
So, to find the worst case response timgjofie have to maximise thesg g over all
possible combinationsds in the following Corollary.

Corollary 4 The worst case respons time of a M in a system that is subjected
to release jitter and arbitrary deadlines, is the maximunrst@ase busy period of
T; over all combinations of the critical releases of the higpeority MF tasks. This
maximisation is presented by Equation (6.18).

R = max{w; g} (6.18)
vev,
Schedulability Test
We already know tha®; is found from wherr; is released whil®; is scheduled from
when 1; arrives in the system. So, the schedulability test is as alewing: 1; is
schedulable iR, < D;j — J;; whereR; is found by applying Equation (6.18).

6.5 Example

To apply the analysis in this section, assume a simple exasydtem that consists
of two tasks;t; with only one frame and» with three frames. To simplify the ex-
ample we assume all blocking times are zero. To analyze tiedsdability of 1o we
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6.5 Example

task C T |D]|J
T 3 5151
T, | (2,3,4)|10]20|2

Table 6.6: Example System

have to maximise all its worst case busy periods ovev all, which represent the
combinations of the critical frames of both and higher priority MF tasks.

First of all, using policy in Section 5.1, we find the criti¢edme locations of; and
T2 (i.e. Ly andLy respectively). So.; = (0) andL, = (1,2) and therefore,

Vo = {(07 1)7 (07 2)}

Now, for eachv’e V, we find all busy periods that could include interference from
To. In other words, we apply Theorem 9 to fing g(q) for all =1, 2, .. until
Wog(q) < To—Jp for g=1 orwag(q) < T, for g > 1. So, forv= (0,1), we have to
find wy 0,1)(g) which requires finding, q1)(q) by applying Equation (6.15) where

B, =0.
L _
a=1 ryoyL) =80 +3i & (M}). To solve this equation,

r(2)7(071) (1) +J1

—.

=0, 1304(1) = &) +&X(

SRS as)

=3+4+3=6.

5(1)+3J
=1 By =g+ el

=34+6=0.
| =2, ramﬂbz3+6:9:@ﬂ)

1

SO,r27(071)<1) =9, therefore/vz(ql)(l) = r27(071)(1) =0. W27(071)<1) > Tr — Jp, SO We
increasey to 2 and apply Equations (6.15) and (6.16)ifer2,q= 2 andrgi(0 1)(2) =
&3(2) =7, so we get
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I’|27(0’1)(2> +J1

By solving this equation we get; (g 1)(2) = 19, thereforew, o 1)(2) =r2(1) — T2+

by (2 =80+

J2=19-10+2=11. W) (2) > T2, so we increase to 3 and again apply
Equations (6.15) and (6.16) to get(g1)(3) = 24, SOW; g1)(3) = 24— 20+2=6.
Wy (0,1)(3) < T2, so we stop increasirgand finding more busy periods that are relative

tov=(0,1).

As all needed busy periods are identified, we nowViag, ) by applying Corollary
3 (i.e. Equation (6.17)). Therefore,

Wy (0,1) = Max{9,11,6} =11

Similarly, whenv= (0,2) we findw, ) (q) for = 1,2,.. until Wy o5 (q) < T2,
so we get the values in Table 6.7.

Vo q]re(@) | wag(q) W39
00 1] 9 |9>D
2 19 11>T
3| 24 6 max9,11,6} =11
0,2) [1| 13 |13> T3
2| 18 |10<Ts| max13,10} =13

Table 6.7: Possible Busy Periods

Thus, the worst case response timea-pis found by applying Equation (6.18)
Ro =max{11,13} =13< D, — J,.
So, 12 is schedulable.
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6.6 Summary

This chapter has shown the flexibility of the response tinmedaling analysis of non-
AM multiframe tasks by extending the analysis in two ways.e@nto include MF
tasks that are subjected to release jitter, and the otherireclude MF tasks whose
deadlines are arbitrary so interference from the analyseddgk has been taken into
account. Then, the two models have been combined and th¢ msponse time
analysis has been presented for the new combined model.
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/ Exact Analysis of Frame Specific
Deadlines

Up to this chapter, the response time analysis of MF taskevass that all frames of
the MF task have the same deadline, so analysing the maxiegpomse of the critical
frames is enough to decide the schedulability of the MF tessfi In this chapter, we
generalise the system model to the situation that is catledrame specific deadline
model; where the MF task could have different deadlinegivel#o each of its frames.
So, each MF task; hasn; deadlines(D}‘); for eachk = 0,..,n; — 1. The model in this
chapter covers the arbitrary deadlines model but no blgckom lower priority tasks
is allowed to simplify the presentation.

The frame specific deadline model rises an issue of how tonigei the priority
assignment for the MF tasks in the system. This chapter sigjge optimal priority
assignment that can be used in this model.

This chapter is organised as the following: the next seqii@sents the worst case
response time analysis of the model assuming that all desslbf each MF task are
less than their relative period, and that priorities havenballocated. Section 7.2
relaxes the restriction on the deadlines and presents thst ease response time anal-
ysis of the model assuming that all deadlines of each MF teslabitrary, so inter-
ference from the analysed task itself has to be taken intousatan the analysis. In
Section 7.3, the analysis is practically illustrated by aneuc example. Section 7.4
covers the priority assignment that is used for the frameiipeleadlines model.

137



7 Exact Analysis of Frame Specific Deadlines

7.1 Exact Response Time Analysis of MF Task with no

Interference from the Analysed Task

In general, agj hasn; deadlines relative to its frames, to test the schedulgmlit
the MF taskr; we have to find the worst case response time for each of itsekam
R(CK);k = 0..nj — 1, and then checR; (CK) < DK for all values ofk. However, when
there is no interference from previous frames of the sanle there are some cases
where there is no need to check the schedulability afidghames. One of these cases
is when the schedulability of thé" frame implies the schedulability of th&" frame,
so no need to explicitly check the schedulability of fieframe. This argument leads
to a concept of coverage.

Definition 11 . Having two frames x and y of a MF tagk we say thaframe x
coversframe y if the schedulability of x implies the schedulability of y.

Applying Definition 11 reduces the number of frames that aeded for checking
the schedulability status of the MF task; where only uncegdrames are required
for testing the schedulability of the MF task. Within theléaling two subsections
we first introduce a criterion for identifying the coverearres, then we introduce
the response time analysis within the frame specific deasllatenario assuming no
interference from the analysed task itself.

7.1.1 Identifying Covered frames

To investigate a criterion for identifying covered frameg first introduce a sim-
ple example to illustrate how the schedulability of an urezed frame leads to the
schedulability of the covered frame. Assume a MF tgskith two frames one frame
has a worst-case execution time of 3 (i.€° = 3) and a deadline equals 10 (i.e.
DY = 10); and another frame wit! = 2 andD! = 12. Then, the schedulability of
the first frame leads to the schedulability of the second éd@caus€® > C! and
Di0 < DL Informally, if 3 units of execution can be achieved in 10tsithen, clearly,
2 units of execution are achievable in 12 units. FurthermbBunits are executable
in 10 units then 2 units are guaranteed to be also executaBlenits. The following
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lemma introduces a schedulability criterion for a frame MRatask depending on the
schedulability of another frame of the same MF task.

Lemma 6 For a MF taskt; whose execution times aré,(l:ieadlines are @ k =
0,..,n—1, and R(C)) is the worst case response time of an arbitrary frame whose
execution time is & then having RCX) < D¥ leads to RC* — p) < D¥— p; where p

is an integer and £> p > 0.

Proof As we assumed no interference from same priority tasks ffgfi(C) is found
as a collection of two kinds of execution one is the executibthe X" frame of 1;
which is represented ¥, and the other is related to the interference on the exatutio
of C*. In other words,

R(C) =G + 1(C)

Wherel (CX) stands for the interference on tki€ execution oftj. So, havingR;(C¥) <
D means thatC* + |1 (C) < D and therefore for any positive integptthat is less
thanCX then

G -p+ICE)<Df—p (7.1)

similarly, Ri(C* — p) is found as
RCG—p) =G —p+ (&G —p)

where,
C—p+I1C—p <G —-p+ (T (7.2)

because obviously(C* — p) < I(CX) for each simultaneous release of the frames
whose execution times a@ — p andC* with the higher priority MF tasks.

It is clear that the right side of inequality (7.2) is idemtito the left side of inequal-
ity (7.1). Therefore, we can say that

R(C—p) <G —p+ I(C) < Df — p.
In other wordsR (C*—p) < Df — p.O
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Having Lemma 6, the following theorem introduces a critefior identifying cov-
ered frames of a MF task.

Theorem 10 For a MF taskt; whose execution times argt @nd deadlines are )
k=0,..,n—1, the X" frame oft; covers the { frame if G > C’ and D¢ < DY + (C*—
Q).

Proof: To prove the theorem, we assume tkiframe is schedulable and then check
the schedulability of thg" frame. As thed" frame is schedulable theR;(C¥) < DX;
whereR, (CX) is the response time of thé& frame. Using Lemma 6, we find that

Ri(C) < Df= R(C*—p) <D~ pwhere ¢ > p>0.

Letp= (C*-C/), so,

Therefore,
R(CY) <Df'—(C'-C) (7.3)

We already have
DX < DY+ (C'-CY) (7.4)

So, by substituting inequality (7.4) for inequality (7.3ggetR (C') < DY + (CX —
C’) - (C*—C). Hence R (C') < D!.

Therefore, thgt" frame is schedulable; which means that the schedulabfiitiye
X frame leads to the schedulability of ti#8 frame. Sox" frame coverst" frame

Using Theorem 10 in the scheduling analysis of the MF tgskhose frames have
specific deadlines, reduces the number of frames that anéreedor the scheduling
test of 7j. This is because of the efficiency of only analysing the ueced frames for
the schedulability status. The following is the policy obéysing the response time
of the uncovered frames.
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7.1.2 Response Time Analysis

To analyze the schedulability of a MF task with frame spedig@adlines, we just
need to analyze the worst case response time of its uncofrarmes. Once all its
uncovered frames are schedulable we say that the MF taskaslsiable.

To analyze the response time of an uncovered frame of a MF. waslapply the
worst case response time analysis of non-AM multiframeg#is&t is given in Section
5.2 substituting the execution time of the analysed unam/&éame for the execution
time of the peak frame. For more clarification, to analyzerésponse time of the
uncovered frame whose execution tim€fswe first find the worst case response time
of this frame that is relative to the combinatigre V; by applying Equation (7.5);
which is an application of Equation (5.5) Wi@ﬁ“‘ =C~

R (C)
Tj

i-1

RyC)=C+ Y &' ([ D; (7.5)
j=1

wherevtepresents the combination of the critical frames of MFsagkose priorities

are higher tharm;.

Equation (7.5) can be solved by forming an iterative equatjiven by Equation
(7.6).
R (C)
Tj

i-1

RICH=C+Y &' ( D:; (7.6)
=1

R%4(CX) =CrandR, 3(CY) is found WherR!},l(CiX) = R}yV(CiX). However, ifR!},l(CiX) >

D then the frame whose execution tim&fSis not schedulable and therefarés not

schedulable.

To find the worst case response time of the frame whose epadinie isCY, we
maximiseR,; ¢(C) over allv e VL. In other words, we apply Equation (5.4) with the
sameV; that is defined in Section 5.1.

Example

Assume a simple system with two MF taskswith only one frame and, with

4 different frames as in Table 7.1. To analyzés response time we firstly have to
identify its covered frames. To identify the covered frarokes, we apply the criterion
of Theorem 10 ort,’s frames starting with its peak frame.
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task C D T | Priority
T 3 6 10| high
> | (1,3,52) | (8,10,8,5) | 10| low

Table 7.1: Example System

Basically, the third frame of> (i.e. the frame whose execution time is 5) covers all
other frame ofr,. That is because
5> 1 and 8< 8+ 4, so the frame whose execution time is 5 covers the frameavhos
execution time is 1.
5> 3 and 8< 10+ 2, so the frame whose execution time is 5 covers the frameavhos
execution time is 3.
5> 2 and 8< 5+ 3, so the frame whose execution time is 5 covers the frameavhos
execution timeis 2.

Therefore, to check the schedulability statug-ofve just need to analyze the worst
case response time of the frame whose execution time is Stafatation is 2. For
this reason, we first find> = {(0)} because we only have one higher priority task
with only one frame. Then we apply Equation (7.6) so we get.

| C2
R - G (120,

Solving this equation leads & ) (C5) = 8, SORy(C3) =8 < D5 = 8. So, the
frame whose execution time is 5 is schedulable and therefaseschedulable.

7.1.3 Improving the Efficiency of the Analysis

One way of improving the efficiency of response time analydishe uncovered
frames, that are obtained by Theorem 10, is to reduce the euofbterations that
are used in the recurrence relations that solve the respiomsequations. An expedi-
tious way of solving the response time equation (i.e. Equ&fr.6)) is to first analyze
the schedulability of the frame whose execution time is ti@mum and once found
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schedulable we then solve the recurrence relation of th@rese time of the frame
whose execution time is immediately greater than the mimrand we start the solu-
tion with the response time of the frame whose execution tgibe minimum. For
example, if we are checking the schedulability status cé¢hrames with the exe-
cution times and deadlind®, 3,8) and (10,15, 30) respectively, the execution time
value of 2 is used as a starting point of the recurrence oslaif the response time
equation. Once we get the worst case response time less@h{&r £xample 8) then
we check the frame with the greater execution time (i.e. #o®sd frame with the
execution time 3). The starting point of the recurrenceti@aof the response time
equation is now 8 instead of the 3 (qu?V(B) = Ri y(2)), as the solution for the value
3 cannot be less than the solution of 2. Similarly, when thve response time is found
less than 15 (e.g. 12) then we check the third frame with tleewtion time 8 with
starting point of 12. In fact, this means that we do not rethensolution process for
each frame of the analysed MF task.

7.2 Exact Response Time Analysis of MF Tasks Having

Deadlines Beyond the Period

The analysis in the previous section was based on analyssmgterference from

higher priority MF tasks and does not consider any interfeedrom the analysed MF
task itself. However, this section covers the worst casgorese time analysis of MF
tasks whose deadlines are greater than their periods stenetece from the analysed
task itself has to be taken into account.

The coverage concept that is introduced in the previougseistnot applicable any
more when the MF task has arbitrary deadlines. This is becthese could be two
frames of a MF task; whose execution times a@ andCY; whereC* > CY but the
interference front; within Ciy is greater than the interference fragrwithin C¥; in the
sense that resul(CX) < Ri(C). Therefore the schedulability of the frame whose
execution time i€ does not necessarily lead to the schedulability of the frafmese
execution time iscly. Therefore, to analyze the schedulability of the MF taskwe
have to analyze the worst case response time of all its frames
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7 Exact Analysis of Frame Specific Deadlines

To analyze the response time of a frame of a MF taskve have to consider all
simultaneous releases of all framestpiwith the higher priority MF tasks. This is
because the simultaneous release of the higher priorikg f@ads to the worst case
preemption of a lower priority task. In addition, we analyze simultaneous release
of each frame oft; and critical frames of higher priority MF tasks to analyze th
interference that could be generated by each frantewithin the analysed frame. To
clarify the policy of the analysis, assume we are analydiegftame whose location
is g in the MF taskt;, so we have to consider in the analysis all simultaneouaseke
of all frames oft; with the critical frames of higher priority MF tasks to chatkhe
simultaneous release could leado interfere with the frame whose locationgs

Assumef is the location of the frame af that is released simultaneously with the
higher priority MF tasks, so values dfare f = 0,1,...,n; — 1. For the purpose of
the analysis, we recall the term busy period of a frame, th#be time from when
this frame is released until it finishes its execution. Thestgase response time
of the frame whose location i3 is the maximum busy period of this frame for all
simultaneous releases of all frames whose locationsf a0, 1,..,n; — 1 with the
critical frames of the higher priority MF tasks. So, respotimme analysis also has
to consider all combinations of the critical frames of thghar priority MF tasks. In
other words, the worst case response time analysis has sideorall combinations
of f and critical frames of higher priority MF tasks. We preséd$ tombination as
¥ € Vi, whereV is given by

\A/i:LAleAzx..xLiA_l;

wherelf,-;j =1 2,,..,i—1isthe set of locations of the critical frames of the MF
taskr;.

The following observation is pertinent to the situation wreeframe ofr; could
interfere with another frame of the same MF task.

Observation 1 Having MF taskr; with ny frames that are indexed frothto n — 1.
Whenr; is released with the frame whose location istif jnterferes with the frame
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whose location is g when the number of interference frpist

qg—f+1; when o> f,
(7.7)
n—(f—q-—1); when f> q.

Basically, Observation 1 measures, on one direction, tihebew of frames that has
to enter to reach the frame whose locatioq isking into account its own frame and
theq frame. For example, wham= 5, q= 0, andf = 2; the frame whose location is
f has to enter 4 frames to reach the frame whose locatiqrbecausef has to pass
the frames whose locations are824 and 0.

As the worst case response time of a frame is the longest bersydpthat this
frame can practice, we have to find a way that calculates tsg pariods of this
frame. However, finding the busy period has to take into acttine interference from
the MF task itself as well as the interference from higheonty MF tasks. Taking
Observation 1 into account, the following theorem provesrantila for finding the
busy period of the frame whose locationgof a MF taskr;. This busy period is
relative to the simultaneous release of the frame whosdidoce f of the MF taska;
and the critical frames, whose locations are presenteddy; “of the higher priority
MF tasks.

Theorem 11 Having a system of MF tasks, y& (C') is the busy period, of a frame
of a MF taskT;j, with location g that is relative to the simultaneous releas the
frame whose location is f from with the critical frames of the higher priority MF
tasks whose locations are presentediby g (Ciq) is given by Equation (7.8) .

wig(G) =rigf(G) — (t-1)T;; (7.8)
where - q
nar(@) =& 0+ 3 &), (7.9
=1 J
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7 Exact Analysis of Frame Specific Deadlines

and where t is given by

t=q—f+1;, wheng> f,
(7.10)
—(f—g—-1); when f>q.

Proof

To prove the theorem, we will assume that the simultanedease of the frame whose
location isf leads to continuous busy periodstgé frames until interfering the frame
whose location ig). So, according to Observation ;, is invoked fort number of
times € is given by Equation (7.10)) starting from the frame whosmtmn isf. So,
the amount of execution thathas to perform is given b&f (t) and therefore, the time
that is consumed for achieving this amount of executionés@nted by; 1 (C, %) and
given by Equation (7.9).

The busy period of the frame whose locatiomjistarts from when this frame is re-
leased until finishing its execution that is presente@hyOn the other hand; g ¢ (C%)
starts from when the frame whose locatiorf iss released until the frame whose lo-
cation isq finishes its execution. So, bothvf(Cq) andw; vf(C ) have same end
and different starting point. So, as the busy period of a &@mthe time from when
this frame is released until finishing its execution, theytpesriod of the frame whose
location isq is given by Equation (7.8).]

Equation (7.9) is solved by forming a recurrence relatigmals in Equation (7.11)

i
ritt +ZEV' 'V(C)D (7.11)

wherer?; ((C) = &'(t), andl = 0,1,2,.. until rlt1(C%) = rlo1(C). However, if

i,V f
r5 (G — (t— 1T > D, 1 is not schedulable.
Note that if one of the busy periods of extends beyond its deadlines, the frame
will miss its deadline and will not be schedulable and thenethe whole MF task

will not be schedulable. So, ¥ ¢ 1 (C) > D7, thenr; is unschedulable.
Corollary 5 Having W7\7(Ciq) as the worst case busy period, of the frame whose lo-
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cation is g and that is relative to the combinations of theical frames of the higher
priority MF tasks. v;(q(qq) is the maximum busy period over all simultaneous releases
of 1j’s frames. In other words,

wi g(G) = gmax - {Wig,f (CH} (7.12)

Corollary 6 The worst case response time of a frame whose location isigaa gy
Equation (7.13).
Ri(C) = max{wig(C)} (7.13)

VeV,

Scheduling Test

The schedulability test of a MF task in the frame specific ieadscenario is the
following: 7 is schedulable ifR(C") < D vq=0, 2, ..nj—1; whereR (C?) is
found by Equation (7.13).

7.3 Example
task C D T | Priority
1 3 6 5 | high
2 | (52,1,3) | (20,10,8,10) | 10| low

Table 7.2: Example System

Assume a simple system with two MF tasksg,with only one frame and>» with
4 different frames as in Table 7.2. To analyze the scheditlabf 12, we have to
analyze all simultaneous releasegotndt; and also we have to find, which isL;
because we only have two tasks.
Ly = {0}. So,V, = {0}.
f belongs to the set of all frame locationsmf so ,f € {0, 1, 2, 3}. Now, to analyze
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7 Exact Analysis of Frame Specific Deadlines

the worst case response time of the frame whose locatignvwge have to find its
maximum busy period over all simultaneous releases of #mads whose locations
aref € {0, 1, 2, 3} and for eachlv & \i. So, for eachf andq we first find the relative
t by applying Equation (7.10) so we get values in Table 7.3.nTlbe eachv’e V; we
find the response time dfframes starting from the frame whose locationfisind
ending by the frame whose locationgswhich is presented by,w(Cﬁ) and found
by applying Equation (7.9). Therefore, the busy period efftame whose location is
g, Wiy, f(C ), that is relative tof andv'is found by applying equation (7.8).

f— f—
ql |0]1]2]|3 ql | 0| 1]2] 3 |R(C)
0 114|13|2 0 14|1-1| 4| 10 14
1 21114|3 1 9/5|-1|-10 9
2 312|114 2 0|-114 ] 1 4
3 413121 3 11510 9 9
Table 7.3: Values of Table 7.4: Values ofv, g 1 (C3)

For example, to findv,40(C3) (i.e. f = 0 andg = 1) we first findt = 2. Then we
find rp,4,0(C3) by applying Equation (7.9) = (0) asV» has only one value that {§).

So,

1 el
2000 - @)+ 3 225
J:

By solving this equation we gét?(Z) =7, r%.(o).o =7+6=13
g( 0.0 o(C3) =7+9=16

0.0(C3) =7+12=19.
0.0(C3) =7+12= 19—r3( 0.0(C3)-
So r2 ),0(C 1y =19

To find wz( 0),0 (C21) we apply Equation (7.8) to get
W2,(0),0 o(C) = r2,(0),0 o(CH) -T,=19-10=9

Similarly, we find allw, (g 1 (Cl) for all possible values of so we get the values
in the third line of Table 7.4. As there is only one valuevef 10), there is only one
combination of the critical frames of the higher prioritgks. So,

Wy £ (C3) = w0 ¢(Cd). Therefore, to find the maximum busy period of the frame
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whose location is 1, we maximise ¢ (C3) over all values off. In other words,
Ro(C3) = maXgejo1,2.3{W2 1 (C3)} =9 < D3,

Similarly,

W2, <C§) = W20, (Cg); vqg=0,1,2,3. So,

Ro(C9) = maxicjo,1,2.31{Wz, 1 (C)} = 14 < DY.

Ro(C3) = maxec(o,1.23{Wz,1 (C5)} = 4 < D3.

Ro(C3) = maxicio1.23 {2, (C3)} =9 < D3.

As all Ry(CJ) < D§ g =0,1,2,3, 1z is schedulable.

Release jitter could also be added to this analysis follgwine approaches that is
given in Sections 4.3 and 6.4.

7.4 Policy of Assigning Priorities to the MF Tasks

All frames of a MF task have the same priority and also no hilagks allowed in the
model, so the response time of each frame; a$ not dependent upon lower priority
tasks and also does not increase when it is assigned a higbatypnor decrease
when it is assigned a lower priority. In addition, the respotime of each frame of
7; is also not dependent upon the relative priority orderingigher priority MF tasks
because we check all combinations of the critical frameotf fh and higher priority
MF tasks to check the schedulability of So, the optimal priority assignment that
is presented in [7, 5] and reviewed in Section 2.3.3 is appleto our model; where
the priority assignment scheme depends on finding the MFtkedks schedulable at
the lowest priority (i.e. priority oN) then the schedulable MF task that is relative to
the priorityN — 1, and so on until we get all priorities assigned to the MFgtasgkilst
preserving schedulability. If we did not find a schedulable tdsk at one level of the
priorities then the system is unschedulable for any pyi@#signment.

Example

To illustrate the policy of the priority assignment, Tablg presents a simple example
of two MF tasksra andtg; whereta has only one frame angg has three frames with
three deadlines. Clearly, DM priority assignment is notlapple to this example as
the deadline ofp lies between the deadlines of.
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task C D T
A 3 6 10
s | (1,34) | (5108)| 5

Table 7.5: Example System

Furthermore, if we assigma the lowest priority (i.e. 2), we find thata is un-
schedulable whery is released with the execution time of 3 or 4; whilstand1g are
schedulable whemg is assigned priority 2. Figure 7.1 presents the timelingdim
to illustrate the execution afy andtg when they are assigned different priorities. Fig-
ure 7.1 shows that in the worst case, the response timgswhen it is assigned the
priority 2 are(6,7,4).

7.5 Summary

This chapter has presented exact worst case response tisguiag analysis for MF
tasks whose frames could have different deadlines (i.emndrspecific deadlines). The
analysis is presented in two steps regarding to the stated¥&'s deadlines.

In the first step we restrict the deadlines to be less thanualeg the relative period,
so no interference from the analysed task is consideredhidrstate, we introduced a
coverage concept to reduce the number of frames, of thesethtask, that are needed
for checking the schedulability status of the analysed MK.tahis chapter has shown
that we sufficiently need to analyze the uncovered frameleaihalysed MF task to
check its schedulability status. Further to the preseoriaidf the basic response time
analysis of frame specific deadlines, we have introducedyateveeduce the number
of iterations used in finding the response time of a frame ofatask.

In the second step we have relaxed the restriction of havéagliches less than the
relative period and presented exact response time analysie coverage criterion
that was presented in the first step is not applicable to Mkstaghose deadlines
are arbitrary. Although the coverage criterion could berionpd to cope with the
arbitrary deadlines, we analysed all frames for checkirgstthedulability status of
the analysed MF task.
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B

T___—Z
TA @ T T T T 1

10

O miss deadline @ meet deadline

T release

(execution ofa andtg whentya’s priority is the lowest)

A

B

. execution with first release

release

. execution with second release

B execution with third release 0 meet deadiine

(execution ofra andtg when1tg'’s priority is the lowest )

Figure 7.1: Timeline Figure ofa andtg’s execution

Finally, in this chapter we have considered a priority assignt for frame specific
deadlines model. We have shown that the priority assignthamtvas presented by
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7 Exact Analysis of Frame Specific Deadlines

Audsley [7, 5] is applicable to this model and we have ex@dithe procedure of its
application by a simple numeric example.
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8 Approaches for Sufficient
Scheduling Tests

Exact response time scheduling analysis becomes exhalystiractable when the
systems are respectively large. However, sufficient tbdetapproaches solve this
problem; where a real-time system is exactly schedulabtasfschedulable using a
specific approach. This chapter introduces and comparesstdficient approaches
with the usage of the given response time analysis in thsgh&hese approaches are
called the maximum, the reordering, the complementary hadrtax accumulations
approaches. The first three approaches depend on transépathimultiframe tasks
in the system into AM tasks that have one critical frame, dwaohtapplying the exact
response time formula on the transformed system. The f@pophoach depends on
pre-calculation of an upper bound interference from higirerity MF tasks within
the deadline of the analysed task.

Comparisons between the approaches are done in two stefise first step we
compare the results of the approaches with the exact rémwisg small systems with
5 or 10 MF tasks; where the exact analysis is tractable. Is¢lcend step, we evalu-
ate the comparison between the approaches, for big system2m40,80, and 100
tasks, without taking the exact results into account so ¢meparison is done accord-
ing to the approach that provides the best results.

The contents of this chapter is presented as the followhegfitst section introduces
the maximum approach and proves the safety of this appro&ahilarly, second,
third and fourth sections cover the reordering, compleargrand max accumulations
approaches. In Section 8.5, we discuss the covering ordégrechpproaches in the
context of scheduling sufficiency. Section 8.6 comparegMajuations, all mentioned
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approaches. Summary of the chapter is given in the lasosecti

8.1 Maximum Approach

The major principle of the intractability problem of analyg the response times of
non-AM multiframe tasks for big systems is the problem oflgsiag all simultane-
ous releases of all frames of the MF tasks. So, the first walgitd of solving this
intractability problem is to substitute the execution tswé each multiframe task by
its maximum execution time and then apply the basic origiesthonse time schedul-
ing analysi$ on the substituted tasks. We call the substituted task srtiidelthe
maximum approximatigrwhere its period and deadline are identical to those of the
original MF tasks while its execution time is constant andadg the maximum exe-
cution time of the original MF task. In other words, given altifiame taskrj having
nj frames with execution times (i.€% k= 0..nj —1); themaximum approximation

of 7jis: a taskf| that results by substituting’s peak frame for all frames afj. So,
fj’s deadline and period are respectivBly= Dj andT; = T; but the execution time,
éj, is constant for all its jobs and equals to the maximum exesutme of 7 (i.e.
Cj = C;nj)z. For example, the maximum approximation of the MF taskvhose ex-
ecution times, deadline, and period at€3,7,4),10,15 > is the taski; whose just
mentioned attributes are 7,10,15 >.

In the maximum approach, we transform all multiframe taskfie system to their
relative maximum approximations and then check the sclabdity of the trans-
formed system using basic response time test [40]. To be amrerate, checking
the schedulability of a multiframe task relies on testing sichedulability of its peak
frame assuming the maximum approximations for all higherjppy MF tasks. The
test assumes that having schedulable transformed systamsrttet the original sys-
tem is schedulable.

To consider the scheduling test using maximum approach @fficient scheduling
test for a MF task, this approach has to be safe. The followhegrem proves the

We mean by the basic original response time scheduling sisalye response time analysis of the
tasks whose execution times are constant for all of thes.job
Note thalC}n‘ is the execution time of;’s peak frame.

154



8.1 Maximum Approach

safety of the maximum approach.

Theorem 12 Given a system S with N multiframe tasks=87;i = 1..N}. A
multiframe taskr; is definitely schedulable if its peak frame is schedulabieguthe
maximum approach.

Proof
The execution time of the maximum approximation is alwaysatgr than or equal
to the execution times of the original MF task. In other words > Cl; VI =
0,..,nj — 1. So, the cumulative functions of the maximum approxinmatsalways
greater than or equal to the cumulative functions of theilmalgVF task for the same
number of invocations and regardless of the releasing fraintlee original MF task.
Symbolically,

&i(k) > &(k);vk=1,..,n,¥1 =0,..,nj — 1.

Therefore, the amount of interference the maximum appraton provides within
lower priority task is always greater than or equal to the am®f interference the
original MF task provides within this lower priority taskgrfeach number of invoca-
tions (i.e. interference). So, the response time of theifraite taskr; under maxi-
mum approach is greater than or equals to the exact worstresgense time of the
original MF task (i.e.ﬁi > R). Thus, having; as a schedulable task under maximum
approach means that it is exactly (i.e. definitely) schedulala

The following example illustrates the procedure of analgsa MF task using the
maximum approach.

Example

Table 8.1 represents a simple numeric example system tiogsi$ two MF tasks. To
analyze the schedulability ap we will consider the maximum approximation of.
Table 8.2 represents the attributes of the merged systerg ogximum approxima-
tions for the MF tasks whose priorities are higher thgne. 17)).

The response time ab using maximum approach is found by applying Equation
(2.9) on the attributes in Table 8.2 which leads the resptns=being 17< Dy. As
To's response time under maximum approach meets the deadlirseschedulable.
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= 1 6? 12 ! 1:oD task] C | T
T1 ( ) 17 27 57 ) 55 fl (6) 10
T2 ( )& ) T (1, 2, 5) 20
Table 8.1: Original Example .
System Table 8.2: Transformed System

The exact response time of according to the exact analysis given in Chapter 5 is
12. So, although,’s response according to the maximum approach is safe ayd eas
to apply, it evaluates a very pessimistic response timesiféan of the maximum
approach comes from the fact that the execution times of tr@mum approximation
could be hugely deviated from the real execution times obtiiginal MF tasks. For
example, the execution times ©f in Table 8.2 has the deviatior(s, 0,5, 5,4) from
each execution time of the original MF task So the amount of interference thiat
generates when, provides four interference would be 24 while in reality timecaint
of interference that; generates for four interference is only 10 in the worst case,
there is a deviation of 14 from the real amount of interfeeeri® reduce the deviation
of the approximation from the real values of the executiores we introduce another
schedulability test called thReordering approachThe advantage of the maximum
approach is however its ease of application.

8.2 Re-ordering Approach

Another way of solving the intractability problem of analyg response times of MF
tasks is to safely transform the non-AM multiframe task® iAM multiframe tasks
that generate the same or greater amount of interferenb@envigiwer priority tasks.
One way of performing this transformation is to transforre MF taskrt; into its
re-ordering approximationtj with a deadline and a period identical tgs while its
execution time sequence is a descended sequence of theiergtnes ofrj; so the
reordering approximation satisfies the AM restriction aheréfore it has only one
critical frame. For example, the execution time sequendéefe-ordering approxi-
mation ofr; whose execution times a(é,6,1,1,2) is (6,2,1,1,1).
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In the reordering approach, we transform all multiframésan the system to their
relative re-ordering approximations and then check thedualability of the trans-
formed system using the response time formula of the AM tnattie tasks (i.e.
Equation (3.2)). To be more accurate, checking the schitityaof a MF task relies
on testing the schedulability of its peak frame assumingebedering approximations
for all higher priority MF tasks. The test shows that havirgghedulable transformed
system means that the original system is schedulable.

As mentioned earlier, the schedulability test using reengeapproach must be def-
initely safe to be considered, the following theorem pratessafety of the reordering
approach.

Theorem 13 Given a system S with N MF tasks=q1j; j = 1.. N}. Each multi-
frame taskr; has nj execution times. A lower priority multiframe taskis definitely
schedulable if it is schedulable assuming the re-orderipgraximations for all mul-
tiframe tasks whose priorities are higher thars.

Proof

For any arbitrary order of an execution time sequence of difrarhe taskrj; the
descending order of that sequence provides, for any nunibbevarations ofr;, the
maximum amount of interference on lower priority tasks. fw,any number of
invocations oftj, the peak frame in the re-ordering approximation that istreg toT;
generates amount of interference greater than or equag tantount that the original
Tj generates. Therefore, the response time of a lower pri@styr; under reordering
approach is always greater than or equals to the exact wasst esponse time of
T; due to the bigger amount of interference the reorderingagmations of higher
priority tasks provide. As a result, schedulability pfusing re-ordering approach
means that its response time meets its deadline, therd¢foexact response time is
within its deadline and hence, is schedulablel]

The following example illustrates the procedure of analgghe response time of
MF tasks using re-ordering approach.
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Example

Table 8.3 represents the re-ordering approximation of tketddkt, that is given in
Table 8.1. To analyze the schedulability ®f we will consider this approximation
of the only MF task whose priority is higher than, then apply Equation (3.2) to
the attributes in Table 8.3. So, the response time&aiccording to the re-ordering

task C T
T | (6,2,1,1,1) [ 10
T (1,2,5) |20

Table 8.3: Transformed System Using Re-ordering Approach

approach is 13 which is much closer to the exact responsedfimethan when using
the maximum approach as explained in the previous section.

However, although re-ordering approach evaluates bedtgronse than the maxi-
mum approach, there are some situations in which the rediogdapproach evaluates
a pessimistic response of the original MF task. For exantpkegxecution time se-
qguence of the reordering approximation, that is relativéhéomultiframe task whose
executiontimes ar€l,10,1,1,1,8,4,1),is(10,8,4,1,1,1,1,1). So, the amount of in-
terference that the reordering approximation providesviorinvocations is 18 while
in reality the maximum amount of interference the origiredative multiframe task
provides for just two invocations is just 12. To think pogally towards optimising the
approach so it gives response time value closer to the eracine introduce another
schedulability test called theéomplementary approach

8.3 Complementary Approach

The complementary approach is another way of solving thactability problem of
response time analysis of non-AM multiframe tasks by tramsing the tasks into
AM multiframe tasks. In this approach, we apply Mok and ChHgr’s way of mod-
elling a MF task to what we call theomplementary approximatioill attributes of
the complementary approximation are identical to the naMF task apart from the
execution time values where they are derived from the asiggmecution times as the
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subtraction between each two consecutive maximums off@nesrce that the original
multiframe task provides. Symbolically, given a multifranaskr; havingn; execu-
tion times (i.e.Cl;l = 0..nj — 1); itscomplementary approximatios the multiframe
taskTj whose execution timeg'j‘; k= 0..nj — 1 are derived from the execution times
of 1j according to the Formula (8.1).

C'j‘ = |:mzr?j)£1{fll (k+1)}— |:5'.’.?,-’51{El! (k)}; where k=0..nj —1 (8.1)

The following example illustrates Formula (8.1), assumeudtiframe taskr; with
the execution time¢l,10,1,1,1,3,3,1), 1; could provide the sequence of maximum
amounts of interference, regarding to the number of itsaations, as following
(10,11,12 15,18/19,20,21). So, the execution times of the complementary approxi-
mation,C;, is found by subtracting each two consecutive values ingheér sequence
assuming that maxo_n;—1{&] (k)} = 0 whenk =0, and therefor€; = (10,1,1,3,3,1,
1,1). Note thatC; has only one critical frame that is the first frame whose etieou
time is 10 while the original multiframe task has three catiframes which are the
one that is at position 1 where the execution time is 10, theetbat is at position 5
where the execution time is 3 and the one that is at positiomérevthe execution
time is again 3. To explain more, the complementary apprakon satisfies the AM
restriction [57] so that is why it has only one critical frame

The main idea of the complementary approach for testing thedulability of
a multiframe taskr; is to check the schedulability of its peak frame assuming the
complementary approximations for all higher priority nifuétme tasks. So, if; is
schedulable under complementary approach thes definitely schedulable; while
unschedulability oft; under complementary approach does not mean thist not
schedulable. However, to make certain that this approaabpbcable to the schedul-
ing tests so what we can argue it is safe, we have to prove feey g this test.
Although [57] proved the safety of the transformation to tbenplementary approx-
imations, the following theorem proves the safety of the pmentary approach
within the response time scheduling context.

Theorem 14 Given a system S with N multiframe taskss $tj; j = 1.. N}, each
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8 Approaches for Sufficient Scheduling Tests

multiframe taskr; has nj execution times. A lower priority multiframe tagkis defi-
nitely schedulable if it is schedulable under the compleargrapproach.

Proof

To start with, we investigate the amount of interference thea complementary ap-
proximationT; generates, within the execution of the lower priority tagés f num-
ber of its invocations, then we find out what this amount isiegant to. The execu-
tion times ofTj are given by Equation (8.1), so the amount of interferanpeenerates
is given by the following function:

f—-1

2 (max (&j(k+ 1)} - max {£(K)})

which is equal to
max {&](1)}
+ max {&](2)} — max {&/(1)}
+ max {&](3)} — max {&|(2)}
+ .
+ .
+ max {&](f)} — max {&](f -1)}
= max {/(f)}
which is identical to the maximum amount of interferencet thagenerates for the
same number of invocatiorfs which is given by the following cumulative function:

max l{f,-'(f)}.

[=0..nj—

So,Vf = 1..nj — 1, the maximum amount of interference titatgenerates is always
equal to the maximum amount of interference thagenerates within the lower pri-
ority multiframe tasks. Therefore, consideringfor all MF tasks whose priorities are
higher thant; doesn’t affect the schedulability @f since the amount of interference
from the higher priority tasks withim; is the same in both casgs.

Example
The following example explains the procedure of analydiegsichedulability of a MF
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8.4 Max Accumulations Approach

task using complementary approach. To analyze the schliylaf 12 in the system
in Table 8.4, we will consider the complementary approxiorabf 11, then apply
Equation (3.2) to the attributes in Table 8.5. So, the respdime of7, assuming

task C T=D
task C T=D 17 |(10,2,1,1,10,1,1,1) 15
5! (17 107 1,1,1, 87 4, l) 15 [ (17 27 6) 20
T2 (1,2,6) 20
Table 8.5: Transformed  System
Table 8.4: Example System Using Complementary

Approach

the complementary approximation of is 18 < D,. As the response time meatss
deadlinet, is definitely schedulable. Note that the exact response it is 17;
which is less than estimated by the complementary approach.

As a matter of fact, the complementary approach is an eanvalpproach to the
one that was presented by Baruah et.al [13] in 1999. Therdiftee between the two
approaches is the way that each of them is presented.

8.4 Max Accumulations Approach

The previous three approaches (i.e. Maximum, ReorderimgjGomplementary ap-
proaches) were based on solving the intractability prolénmesponse time schedul-
ing of non-AM multiframe tasks by using transformation waysonverting the non-
AM multiframe tasks into AM tasks. However, as we are only sidaring suffi-
cient scheduling tests, here we consider an alternativasmaaconstructing sufficient
scheduling test.

This section introduces a straightforward approach thasdwt analyze any re-
sponse times and does not need any transformation. The dearof the presented
approach is to pre-calculate the worst case expectedenteide within the deadline
of the analysed multiframe task and then add this interfarea its maximum exe-
cution time. If the calculated amount is less than or equdahédeadline then the
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analysed task is schedulable. We call this way of testingthedulability theViax
Accumulations Approach

Max accumulations approach is a simple way of testing theduability of MF
tasks using off line calculations of the expected amounntdrference within the
deadline of the analysed task. We assume two aspects ophrigach, the first aspect
is the synchronous release of the analysed task and higieeitypMF tasks. The
second aspect is that, for the schedulable MF task, all M&tafiose priorities are
higher than the analysed MF task that are released withidehdline of the analysed
task have finished their execution, within this deadlinghwhe maximum amount of
interference they can provide.

To explain the procedure of the approach, we give the andliyetask a virtual
busy period; which is the execution time of its peak framesall interference from
higher priority MF tasks within its deadline. So, the scHadility test is the follow-
ing: T is schedulable if its virtual busy period that is calculagydEquation (8.2) is
less than or equal to its deadline.

i—1 | D;
G+ 3 ax (&I (8.2)

Similar to the previous three approaches, the schedulipgoaph has to be safe
to be accepted. The following theorem proves the safety eihthax accumulations
approach.

Theorem 15 If a MF task is schedulable using max accumulations apprpads
definitely schedulable.

Proof

Trivial, as the interference from higher priority MF tasksing max accumulations
approach is greater than or equal to the exact interferance figher priority MF
tasks. So, the virtual busy period of the analysed task iatgrehan or equal to
its exact response time. Therefore, if the virtual busyqekof the analysed task is
less than or equal to its deadline, its exact response tiesssthan or equal to its
deadlinel]
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8.4 Max Accumulations Approach

For more clarifications, Algorithm 5 presents the pseudecofcalculating the
virtual busy period that is given by Equation (8. Nlax Cumin this algorithm is a
non-square matrix and hésraws and maximum number of columns equalehere
n=max—1, . n{nj}. The valueMax Cum(j,k) represents the maximum cumulative
function of the MF taskrj for k number of its invocations. In other words,

MaxCuntj.k) = _max {&(k)}. 8.3)

The benefit ofMax Cumis to determine the term magg}_,nj,l{fj'((%b} in Equa-
tion (8.2). However, Algorithm 5 is followed by a numeric exple to illustrate the
procedure of the max accumulations approach.

Algorithm 5 Finding Virtual Busy Period

Inputs: N: Number of Tasks, Taskevel, ExecutionTimes sequences .
Outputs: V_Busy Period: Estimated amount of execution witiin

Max_Cum(j,k) <= matrix of max:(,’_.nj_l{fj'(k)}; j=1,.,Nandk=1, .., n
V _BusyPeriod< 0
for j =1 to TaskLeveldo

V _BusyPeriod < V _BusyPeriod+ Max Cum(j, (%1)

end for

Example

Assume the system that was previously given by Table 8.4eipthvious section. To
test the schedulability of, we first findMax Cumthat is given by Algorithm 5; for
j =1,2,k=1,..n;. MaxCumis found by applying Equation (8.3), so we get:

10 12 13 14 24 25 26
Max Cum= .

6 8 9

Therfore, the virtual busy period @$ (i.e. V _BusyPeriodin Algorithm 5) is found
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by applying Equation (8.2). In other words,

. D
V_BusyPeriod(2) = C5 +Max.Cunt(1, (T—21 )
1

20
=6+ MaxCuml, [—])
15
=6+12
=18

AsV _BusyPeriod(2) = 18 < D, we say thatr, is schedulable.

8.5 Coverage of the Sufficient Approaches

Up to this point, we have covered four sufficient schedulipgraaches but what we
do not know about is the schedulability coverage of eachahthin other words, what
is the order of the approaches in which if a task is schedellasihg one approach itis
definitely schedulable using followed approaches. In tadien, we discuss the cov-
erage order of the approaches depending on the amount demetece, from higher
priority tasks, each approach estimates as the differeateelen the approaches is
the estimation of this interference. As the first three apphes (i.e. the maximum,
the reordering and the complementary approaches) usertemanner of using re-
sponse time analysis but different ways of transforming &tk into AM multiframe
tasks, we discuss the coverage order of these approaché&sasadhe coverage order
of the max accumulations approach to be determined by theriexents.

As a matter of fact, the estimated interference from highieripy MF tasks under
maximum approach is greater than or equal to the estimatedarence from higher
priority MF tasks under any of the other approaches. Thigtabse in the maximum
approach, the execution times of the higher priority MF $agke estimated by their
maximum execution times. So, if a task is schedulable urdenmaximum approach,
it is definitely schedulable under any of the reordering enptementary approaches.
In this sense, we say that the schedulability of a MF taskgusiaximum approach is
sufficient to determine the schedulability of this MF taskngsany of the other two
approaches. Therefore, the maximum approach covers teetetb approaches.
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To determine the second approach after the maximum appreoarding to the
coverage criterion, we compare the estimated interferéooe higher priority tasks
under each of the reordering and complementary approadteslready know that
the descending order of a sequence of integers always @®egual or greater sum-
mation of any consecutive numbers than any other order afrilgenal sequence. On
the other hand, the reordering approximation transformeteeution time sequence
of the original MF task into a descent sequence. So, the atmelfunctions of the

reordering approximatioﬁj' (k) are greater than or equal to the cumulative functions
of the original MF taskf} (k). In other words,

El(k) > &/(K); VI =0,1,.,nj—1, Vk=1,2,...

So,

&> max  &(K; k=12, (8.4)

The right side of Equation (8.4) represents the estimatioouat of interference
from the complementary approximatiaq for k number of its invocations. So, the
amount of interference from higher priority MF tasks undeordering approach is
greater than or equal to the amount of interference fromdrigniority MF tasks
under complementary approach. Therefore, if a task is sdaklg using reordering
approach, it is definitely schedulable under the compleargrine. In this sense we
say that the reordering approach covers the complemerpargach.

As a result of the previous discussion, the coverage orddreoépproaches starts
with the maximum approach followed by the reordering apghofllowed by the
complementary approach. In addition, the ease of applyiaddsts goes in the same
direction where the easiest is the maximum then the reargi¢nien the complemen-
tary. One aim of the experiments is to determine if it is watile to apply the more
complicated tests.

165



8 Approaches for Sufficient Scheduling Tests

8.6 Comparison Between Sufficient Scheduling

Approaches

In this section, we compare by evaluation the previous roaetli approaches to con-
sider the trade off between the ease of use against accuratlye comparison, we
look at the scheduling performance each approach provigleduations are done by

generating random real-time systems.

The comparison is done, in summary, in two ways; one for seystems where
the exact test is possible and another for large systemsewtherexact test is not
possible. The system is considered as large (or big) wheexgperiments took more
than one day to process the exact analysis of the systeng th&rdepartmental PC.
This is because the exact analysis of a MF task must maxitsiseisy periods over
all combinations of the critical frames of all higher prigrMF tasks. So, the function
of the worst case response time of a MF task is a polynomiaitiom so the exact
response time analysis is NP-hard. Hence, the analysig&siable.

In the first set of experiments we find the percentage of thedidhble systems,
for each approach, out of the exactly schedulable systemms.s&cond way is based
on finding the number of schedulable systems under each agpout of 10000 ran-
domly generated systems. The following sections show theesand algorithm of the
experiments (i.e. choosing parameters and how each of gexiexents is run) whilst
the last section presents the results of the experiments.

8.6.1 Experimental Setup

Experiments in this chapter require the generation of tiead-systems to check their
schedulability under each approach and then compare thieengdneration of a real-
time system, in its turn, means the generation of the sizheofystem as well as the
generation of the multiframe tasks that form the systemmRAtwe system size point
of view, the exact experiments (i.e. experiments that takeskact test into account)
are done for systems with 5 and 10 multiframe tasks because the size of the

system becomes greater than 10 multiframe tasks, the timumoing the experiments

166



8.6 Comparison Between Sufficient Scheduling Approaches

becomes too long. On the other hand, the non-exact expesraendone for systems
with 5,10, 20,40, 80,100 multiframe tasks.

From the multiframe task’s generation point of view, we riegwenerating four
parameters for each multiframe tagk, (i.e. nj, T, Dj, Ci; which are respectively:
number of frames, Period, Deadline, and the execution timgeience). These four
parameters of the MF task are generated similarly to whavmedn Chapter 3 and
5 as the following. The number of frames of the multiframe tasassumed as fixed
for all multiframe tasks in the system and it is chosen, f@heaxperiment, as a prime
number in the rang€3,29. Choosing prime numbers for the number of frames is
to follow similar scenario to what was introduced before ima@ters 3 and 5 so all
parts of the thesis can be coherent and therefore, the sesfulbe chapters can be
compared to each other. Second and third parameters thiiegperiod and deadline
of the multiframe task are assumed to be identical to eacér@hd are randomly
generated in the range (2500 using uniform distribution. Once the deadlines are
assigned to each task, the priorities of the tasks are alsgressl according to DM
assignment; where the lower deadline the task has, the hpglweity it is assigned
[51].

The sequence of the execution times, which is the fourthnpeter, is generated
similarly to Chapter 3. Algorithm 2 illustrates the proceelof this generation; which
uses UUnifast algorithm [20] that is illustrated by Algdnt 1. Further details can be
found in Chapter 3.

8.6.2 Scope of Running the Experiments

We run the experiment 10000 times for each chosen paranogtéike steps as follow-
ing. Firstly, we generate the multiframe tasks by genegetie parameters of the ex-
periment (i.e. number of frames, periods, deadlines, ardwdion time sequence) as
previously explained. Secondly, from the execution timesfind the critical frames
of the generated multiframe tasks. Thirdly, we calculagegkact worst case response
time of each task taking into account all critical framested higher priority multi-
frame tasks and then check if it is within its deadline. Inestivords, we check the
schedulability of the system by checking the schedulgbditall multiframe tasks
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in this system. Fourthly, for the same parameters of theeayste find the relative
approximations of each approach and check the schedtyatfithe approximations.
Lastly, for each approach and for small systems, we find theepgage of the schedu-
lable systems out of the ones that are exactly schedulabiléstvior big systems we
find the number of schedulable systems out of the 10000 gextesgstems.

For the small systems where the exact schedulability tgsissible, we investigate
all values of the utilisations withi(0.2,0.3,0.4, 0.5, 0.6) but we did not investigate the
values that are less tharPQor greater than.8. That is because, for the most assumed
number of frames, the number of the exact schedulable sgstevery high and close
to 100% when the overall utilisation of the system is belo@/&s well as the number
of the exact schedulable systems becomes very low and dased when the overall
utilisation of the system goes beyond0

For the big systems where the exact schedulability testtipossible, we investi-
gate the values of the utilisations that isj@3,0.5] = (0.3,0.4,0.5). That is because
the range oftJ within [0.3,0.5] represents a converted range for most behaviours of
the number of exactly schedulable systems; where the nuofisehedulable systems
decreases within this range from around 100% to around by (see Chapter 3
Figure 3.2) which gives importance to investigate the paagge of the improvement
each approach gives.

8.6.3 Results of the Experiments

This section discusses the results of the experiments iigtawaps: the first group that
Is presented by Figures 8.1 - 8.6 considers the systems vathHlB MF tasks where

the systems are small enough to exactly test their schetitla@ he second group

that is presented by Figures 8.7 - 8.15 does not take the arabysis into account as
the systems are too big to exactly test their schedulability

Figures 8.1 - 8.6 present the percentage of the number otisldide systems for
each of the four approaches (i.e. maximum, reordering, ¢emmgntary, max accu-
mulations approaches) out of the systems that are exatibdstable. For more clar-
ification for the results, those figures include the exaa Which is the one hundred
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percent of the exact schedulable systems. Results shoviothaiall systems the
closest approach to the exact one is the complementary ghalifferent scheduling
performance for all chosen parameters of the experimeritse whe worst approach
is always the maximum one, even when the overall utilisatibthe system is very
low 0.2 where the results of the approaches are so close to eaahastive the last
graph in Figure 8.1; where the systems have 10 MF tasks. gnettample in Figure
8.1 is the first graph where it shows that, for systems with 5t&#ks and number
of frames is less than 19, more than 95% of the exactly schbliusystems are also
schedulable by the four approaches; whilst this percentiegesases to about 91%
using the maximum approaches when the number of framesaseseo 23 frames.
So, the complementary approach gives between 5% and 9% petfermance than
the maximum approach when the number of frames is betweend 23

In addition, Figures 8.2, 8.3 and 8.4 show that when the systeave only 5 MF
tasks the performance of the complementary approach becevea better than the
other approaches. For example, Figure 8.2 shows that wieeovérall utilisation of
the system is @ the complementary results is very close to the exact esAlso,
this figure shows that when the overall utilisation of thetegsis 03 the complemen-
tary approach gives more than 95% schedulable systemslfdn@den parameters;
where its performance reduces from about 100% to 95% whenutmber of frames
increases from 7 to 23; while at the same time the performahtee max accumu-
lations approach, reordering approach, maximum approeaice from 98%, 98%,
and 83% respectively to about 82%, 58%, and 18% respectwkdn the number
of frames increases from 7 to 23. So, the complementary apprgives ranges of
[2%,13%, [2%, 379, and[17% 77% better performance than the maximum accu-
mulations approach, reordering approach and maximum apprehen the number
of frames increases from 7 to 23. Similarly, Figure 8.3 shives when the overall
utilisation of the system is.@ the complementary approach gives range8%t 19%4,
[5%,61%, and[45% 91% better performance than the maximum accumulations ap-
proach, reordering approach and maximum approach regelgcivhen the number
of frames increases from 5 to 23.

Using same argument, Figure 8.4 shows that when the ovéitedation of the sys-
tem is 05 the complementary approach gives rangefl 0%6 229, [1%,61%, and
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[49%, 909 better performance than the maximum accumulations appyreacrder-
ing approach and maximum approach when the number of framesases from 3 to
19.

U=0.3 and N=5

P ercentage of Schedulalxle

MW7 220

L)
-
LESI
L=
— -
- -
= -

Number of Frames

s it sl iU sde=REordering s omplementary sl g Acoum,
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For more investigation, Figures 8.5 and 8.6 present thedsdimg performance for
systems with 10 MF tasks and from different overall utilisas point of view. The
first graph in Figure 8.5 shows that for the systems with 10 &k$ and (B overall
utilisation, the performance of all four approaches is vdpse to the performance
of the exact analysis for MF tasks with 3 or 5 frames. Howelggures 8.5 and
8.6 show that when the overall utilisation of the systemeaases from @ to 0.6 the
complementary approach and reordering approach givessipgrformance when the
number of frames is 3 whilst the complementary approachsgi@eges 0f0%, 21%
and[61% 97% better than the max accumulations and maximum approachpsae
tively. However, the performance of the reordering appinodecreases to 60% when
the number of frames becomes 5; whilst the complementaryoapp gives ranges
of about[0%,30%], [0%,29%], and [61% 89%) better performance than the maxi-
mum accumulations approach, reordering approach and maxapproach when the
overall utilisation increases from#to 0.6 and the number of frames is 5.
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On the other hand, for more coverage of the performance ohppeoaches, Fig-
ures 8.7 - 8.15 present the schedulability performanceifpsystems where the exact
schedulability analysis is intractable. The schedulgbperformance in these fig-
ures is represented by the number of schedulable systenas tha 10000 randomly
generated systems. All results show that the best appraactné big systems is
the complementary approach while the worst one is the maxirone. For exam-
ple, Figure 8.7 shows that for systems with an overall @il of 03, 10 MF tasks
and number of frames is 29, there are 6400 schedulable sysiatrof the 10000
generated systems using complementary approach while #ner5500 schedulable
systems out of the 10000 generated systems using max actionslapproach. So
the complementary approach gives 9% (B&5-350) hetter performance than the
reordering approach for the mentioned parameters. Usinidpsiargument Figure 8.7
also shows that the complementary approach provides raxfi¢@¥, 9%, [0%, 42%,
and [0%, 649 better performance than the max accumulations, reordardgmnax-
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imum approaches respectively when the overall utilisasod3 and the number of
frames increases from 3 to 29.

Similarly, Figure 8.8 shows that the complementary apgriqaovides ranges of
around[0%, 1094, [0%, 26%9, and [10% 45%] better performance than the max ac-
cumulations, reordering and maximum approaches when thlbwutilisation is 04
and the number of frames increases from 3 to 13. Moreoveuy&ig.8 shows that the
complementary approach provides about 75% better perfoyenlhan the maximum
approach when the number of frames is 7.

However, Figure 8.9 shows that when the overall utilisaisod5 the performance
of the complementary approach becomes lower with incrgabmnumber of frames,
although it provides better performance than the otheragmgtres. For example, the
number of schedulable systems under complementary apgpdeaceases from about
1200 out of the 10000 generated systems to 0 when the numiiemoés increases
from 11 to 19.
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Figure 8.7: Number of Schedulable Systems WNea 10 andU = 0.3
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In the following, we discuss the schedulability performan€the approaches when
the number of MF tasks increases from 20 to 100 for each dweisdation 0.3, 0.4,
and 05. Figures 8.10 and 8.11 show that for both complementaryoagh and max
accumulations approach, the greater number of MF tasksytera has the better
performance the approach provides whilst the other waydauth both maximum
and reordering approaches. For example, for number of Ba&geals 29, the number
of schedulable systems using complementary approactesesdrom 7000to 8800
when number of MF tasks increases from 20 to 100. Also, therskgraph in Figure
8.11 shows that the complementary approach gives rang@%o8%|, [0%, 7094 and
[0%, 789 better performance than the max accumulations approactdeeng ap-
proach and maximum approach respectively when the ovaitiltion is 03, num-
ber of tasks is 40 and number of frames increases from 3 to 28edder, Figure 8.11
shows that the maximum accumulations approach becomeshosg/ to the comple-

3Found from the first graph in Figure 8.10.
4Found from the second graph in Figure 8.11.
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mentary one when the number of tasks is 80 or 100 and theionmesihce could be
identical for number of frames less than 19.

From another point of view, Figures 8.12 and 8.13 show thamthe overall util-
isation of the system is.® and number of frames are less than or equals to 13 the
performance of the complementary and max accumulation®appes becomes bet-
ter with increasing the number of MF tasks in the system frOro2L00. For example,
the number of schedulable systems under complementary arn@ocumulations ap-
proaches increase from 5900 and 5000 respectively wherutnber of frames is 11
and number of tasks is 20 in Figures 8.12 to 7000 and 6400 éos#me number
of frames and number of tasks is 100 in Figures 8.13. Howdverperformance of
these two approaches reduces with increasing the numbearag$ beyond 13 and
increasing the number of tasks from 20 to 100. For exampéentimber of schedula-
ble systems under complementary and max accumulationsagpes decrease from
about 2100 and 1800 respectively when the number of fram8 and number of
tasks is 20 in Figures 8.12 to 900 and 800 for the same numbexroés and number
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of tasks is 100 in Figures 8.13.

In addition, Figures 8.12 shows that, when the overallsé#tion is 04 and num-
ber of MF tasks is 40, there is a sharp decrease in the penfmenat the reordering
approach when the number of frames increases from 5 to 1lewthernumber of
schedulable systems decreases from 10000 to about 150@e Aaine time the num-
ber of schedulable systems using complementary approackases from 10000 to
about 6200. So the complementary approach provides 47%°%38:229%%) better
performance than the reordering approach for the mentipaesimeters. Using sim-
ilar argument, Figures 8.13 shows that the complementguyoaph gives ranges of
[0%, 6%, [0%, 46%9 and[0%, 10094 better performance than the max accumulations
approach, reordering approach and maximum approach tesggevhen the overall
utilisation is 04, number of tasks is 100 and number of frames increases rmatiges
[3,13], [3,13], and[3, 5] respectively.
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For more investigation about the schedulability perforosaof the approaches, Fig-
ures 8.14 and 8.15 present the schedulability performahtieecfour approaches
when the overall utilisation of the system iS@nd number of tasks is 240,80, and
100. Figures 8.14 and 8.15 show that although the perforenaittie complementary
and max accumulations approaches becomes low when inogeas overall utilisa-
tion and size of the system, their performance is still battan the reordering and
maximum approaches. Moreover, Figure 8.15 shows that ddble complementary,
max accumulations, reordering approaches provides al@% better performance
than the maximum approach when the number of tasks is grbaieB80 and number
of frames is only 3.

8.7 Summary and Recommendations

This chapter has investigated by evaluation four sufficseheduling approaches (i.e.
Maximum, reordering, complementary, and max accumulatapproaches) for rela-
tively small and big systems. The main idea of the first thigg@aches was to safely
transform the non-AM multiframe tasks to AM multiframe tasknd then apply the
tractable response time analysis on the transformed systemthe other hand, the
idea of the fourth approach (i.e. max accumulations apoaes to pre-calculate
the maximum execution of both the analysed task and highertgrMF tasks; then
check if this maximum execution can be achieved within treddiee of the analysed
MF task to consider it as a schedulable MF task.

Results show that for all chosen parameters the best schggarformance is gen-
erated by the complementary approach for both big and systkms so we classify
the complementary approach as the best approach. Thisas$geof two issues, the
first issue is that the complementary approach providesltisest results to the exact
one when the systems are small enough to exactly test theadatability where the
maximum differentiation between the exact performancecmdplementary perfor-
mance was only about 9% showed by Figures 8.3, 8.4 and 8.6sdduwnd issue, is
that all results show that the complementary approach a\wayvides better results
than the other three approaches for both small and big sgstem
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8.7 Summary and Recommendations

Actually, we are interested in the best approach for bigesystbecause when the
system is small we can exactly analyze it without using ampr@amation approach.
However, for big systems, the performance of the max accationls approach be-
comes very close to the complementary approach where seshdtv that in the worst
case, the complementary approach provides a maximum Ipeftearmance of only
8%. So, from the coverage point of view, we say that the maxraatations approach
covers the complementary one; where if a task is schedulehg max accumula-
tions approach, it is definitely schedulable using complaary one. On the other
hand, the max accumulations approach is the easiest appro@erform where no
need to do any recurrence calculations but we do need fordhmplementary ap-
proach. So, there is a trade off between the ease of use optireaches and the
accuracy of the results they provide, although all of theensafe. Therefore, to ar-
range the schedulability performance of the approachesdeify the maximum
accumulations approaches the second approach after th@eraentary one with a
maximum differentiation rate between their performancerdy 9%.
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9 Evaluation, Conclusions and Future
Work

This chapter summarises the contributions of this thesis @esents an overview
of some ideas for future work. The main idea of the thesis isxactly analyze

the schedulability of hard real time systems with MF taskkisThas been done by
analysing the response time of each MF task in the systemektawfor big systems
with general MF tasks; the response time analysis is notaioées so some sufficient
approaches are introduced to test the schedulability okylséeems that can not be
exactly analysed.

9.1 Contributions of the Thesis

An exact response time scheduling test is an exact schedelst in terms of being
sufficient and necessary for hard real-time systems. Thkeisisthas shown the flexi-
bility of the response time analysis by analysing systentls MiF tasks.

This thesis started to prove its claims when Chapter 3 ptedenformula that cal-
culates the worst case response time of basic MF tasks wikesat®n times are ac-
cumulatively monotonic (i.e. AM). This formula allows MFsies to share resources,
so it allows MF tasks to suffer blocking. To show the perfoneeof the response time
analysis, this chapter compares schedulability of thegmtesl response time analysis
with the most improved utilisation based scheduling test (Lu’s test [55]). All re-
sults show a clear improvement in the schedulability penforce using response time
analysis rather than using Lu’s test where the performanhcesponse time test can
be 100% better than Lu'’s test.
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Chapter 4 has proved the flexibility of the response timeyamaf MF tasks by
extending the basic response time analysis, that is pesdentChapter 3, to two
models more general than the basic model. In the first modelidgks are allowed
to be subjected to release jitter. In the second model, thaddks are allowed to
have arbitrary deadlines that could be greater than thikaitive periods, so the worst
case response time analysis must include some amount aftexefrom the analysed
task itself. Moreover, Chapter 4 has joined these two maaiaiisanalysed the worst
case response time of AM multiframe tasks that are subjectiedth release jitter and
arbitrary deadlines.

To further generalise the response time analysis, ChapltersSelaxed the AM
restriction and analysed the worst case response time eAMMultiframe tasks.
Analysis in this chapter has used a new concept called aalriiame; where the
analysis has considered only the synchronous release® afitical frames of MF
tasks whose priorities are higher than the analysed task.chlapter has shown that,
in the worst case, a MF task withframes could have — 1 critical frames. How-
ever, evaluation has shown that the number of critical fraper MF task is likely to
be significantly less than— 1 and usually less than 65% of the original number of
frames.

Chapter 6 has extended the response time of non-AM multériasks to two mod-
els. The first model is when the MF tasks are subjected togelgter and the second
model is when the MF tasks have arbitrary deadlines. In exidia combined analysis
of the release jitter and arbitrary deadlines has been piedén this chapter.

For further proof of the flexibility of the response time arsa$ of MF tasks, Chapter
7 has presented an analysis of the worst case response titetatks whose frames
can have different deadlines; which has been called theefigmacific deadlines sce-
nario. A new concept called covering frame has been intredus this chapter to
optimise the number of frames that have to be analysed wieethethdlines of the MF
task are less than the relative period. However, generpbree time analysis has
also been presented in this chapter when the deadlines bfffitask becomes greater
than the relative period. As deadline monotonic prioritgigement is not optimal
anymore within the frame specific deadline scenario, amgiherity assignment for
this model has been introduced in this chapter.
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9.2 Future Work

As the response time analysis is computationally intrdetédy relatively big sys-
tems, Chapter 8 has introduced four sufficient and compunally tractable approaches
that can test the schedulability of big systems with non-AMltiframe tasks. These
approaches are called maximum, reordering, complemeatatynax accumulations
approaches. As the response time is tractable for AM maiftier tasks, three of these
approaches have been based on transforming the non-AMfranmlég tasks to AM
tasks. Whilst the fourth one has been based on pre-calootatif the maximum in-
vocations of higher priority MF tasks within the deadlinetbé analysed task. In
this chapter the safety of these four approaches has beeedyr@overage of the ap-
proaches has been explained, and a comparison betweenpitoaelpes by evalua-
tions has been presented. Results have shown the perfeeroftiee complementary
approach comparing to each of the other approaches. Rémwésshown that al-
though the best approach is the complementary one, its slaielity performance is
very close to the performance of the max accumulations @gpravhen the system is
relatively big. This latter test is the easiest one to penfor

9.2 Future Work

Although this thesis has addressed some problems, thesoare issues, related to
what has been done in this thesis, are still open to be sol¥éeé. following is an
overview of these open issues arranged according to the oftlee chapters.

1. The analysis in this thesis considers that prioritiehefMF tasks are assigned
before performinging the analysis. However, a non covessdd in this thesis
is to find an optimal priority assignment for the MF model angether DM is
optimal for this model.

2. The analysis in Chapters 3, 4, 5 and 6 can be improved tadacVariable
blocking times instead of considering it as a single value.

3. In Chapter 5, the policy of identifying the critical frasieould generate critical
frames that can be safely discard from the response timgsaasahctually, this
policy can be optimised to generate an optimal number a€tatitrames; where
in reality there are frames in the generated critical framles are dominated by
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more than one other critical frames. This will involve usthg critical frames
that have been already generated in Chapter 5.

4. Solving exact response time equations, that is presamtedapters 5, 6 and 7,
requires a huge number of iterations to get either a stahl¢i@o or to identify
the unschedulability of the MF task. To speed up the solstiminthese exact
response time equations we could start the solutions byledilieg the minimum
interference from higher priority MF tasks plus the maximeagecution time
of the analysed MF task instead of only the maximum exectuiioe of the
analysed task. This could be done by incorporating the wo[R7] to serve as
the system model in this thesis.

5. Moving on to the frame specific deadlines scenario, thatasented in Chapter
7, a number of issues arose within this chapter. The firseigsan improve-
ment of the identification of the covering frames in the cadeaving arbitrary
deadlines (i.e. Section 7.2) could be achieved using theutative function
that is given by Definition 1. The second issue is to find a way tan avoid
overlaps for solving; g ¢(C). In this issue we can consider two points: one is
the minimum interference from higher priority MF tasks vifitithe maximum
execution of the analysed MF task and another is to make use ¢fC) for a
specific value off = f; as a starting point to solve Equation (7.9) in Theorem
11. The third issue is an open problem that is still in progyrékis problem
is summarised by the following question: Is there a methad ¢an optimise
Corollary 5 so that there is no need to check all valueE?2T he fourth issue is
to improve the analysis to include blocking time and relgéiss.

9.3 Concluding Remarks

In the introduction, we claimed that the

“The schedulability of real-time systems with multifrarasks can be exactly analysed
using formulated response time analysis that is extensibéewide variety of situa-
tions. Where response time analysis is intractable, appatgnon-optimal heuristics
exist and allow all systems to be analysed.”
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9.3 Concluding Remarks

This claim has been supported when three issues are cogidEne first issue is
the presentation of exact worst case response time forroulaM multiframe tasks
and non-AM multiframe tasks, then extending these formtdase situation where
MF tasks suffer from blocking, release jitter and arbitrdeadlines. The second issue
is the presentation of exact worst case response time farfoulMF tasks whose
deadlines are different from one frame to another. The ikBde is the presentation
of four sufficient and tractable scheduling approaches ¢hatbe applied to large
systems.
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Appendix

Theorem 16 The priority assignment scherfié — J) — monotonic is an optimal pri-
ority scheme in the sense that if any task set, Q, is schel@gtpriority scheme, W,
it is also schedulable byD — J) — monotonic priority ordering.

Proof

To prove the optimality of D — J) — monotonicpriority assignment, the priorities of
Q (as assigned bw) will be transformed until the ordering (® — J) — monotonic
while preserving schedulability. Let and1; be two tasks with successive priorities
in Q such that undew: R > Pj andD; — J; > D; —J;. Ifitis not possible to find tasks
T; andt; with this property then the tasks are alreadylin-J) order. Define scheme
W’ to be identical taV except that tasks andt; are swapped. The schedulability of
all tasks whose priorities are higher tharor whose priorities are lower thamn are
not affected by swapping the two tasksandt;. Moreover, the schedulability of task
1j will also not be affected by the swap since it will have highgority than before
and therefore it will suffer less interference. It remaiagptove that task; is still
schedulable undét’.

Let R‘j’V be the response time of tagkunder schemgV, andR‘j’V’ be the response
time of tasktj under schem&/. It can be seen theR‘j’V < Dj —Jj becauser; is
schedulable and in the worst case may not be released umtikt=J;. In addition, it
is given thaDj — J; < Dj — J; < Dj <T;. Therefore, task; only interferes once during
the execution ofj (underW). So, the worst case response time of tgséan be split,
under schem@/ into

RV + Ji

RV=Ci+C ) , 9.1
j i+ +k§5f 9 1Ck (9.1)

203



whereSis the set of tasks whose priorities are higher thamdeW (which is equal
to the set of higher priority than, undefW’). Equation (9.1) can be rewritten as

RV 4+ J
RV-Cj=C+ ZJ%M- (9.2)
KE k

The response time equation of the tasknder schem@/ is given by

RIW/ + Jk

RV =Ci+ [ 1Ck.
kethm T
Hence,
! W/ J RIW/+J

Assuming Lemma 1 (given beIOV\R‘j’V is a solution of this equation fcRIW/; which
W pW
means thaR" < Rj .

On the other hand, we have tH < D; —J; as well aD; — Jj < D — J.
Therefore,
RY < (Di-J)

which implies that task; is schedulable after swapping tagkandr;.

Now, priority scheméV’ can be transformed t&/"” by choosing two more tasks
that are in the wrong order f@gb — J) — monotoni¢ and swapping them. Each such
swap preserves schedulability. Eventually, there will benore tasks to swap and the
priority ordering will be exactlyD — J) — monotonic Hence (D — J) — monotonids
optimal. ]

Lemma 7 The response time of the taskunder scheme W,YR is a solution of
Equation (9.3).

Proof
The idea of the proof is to substituR¥V for RIW/ into the right side of Equation (9.3)

then we get its left side. Therefore, we say ﬂﬁ‘{é(tsatisfies Equation (9.3) :

RV+J; RV+J
Ci+ [11C) + Skes[ g~ ICk
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RV,

= R\jN —Cj+C;
=RV
j
This is because of Equation (9.2) and becausetpigkschedulable under scheg

, RV-+J;
soR‘j’V < Dj —Jj; which meanR‘j’V—i-Jj <Dj <Tj. So,| ,Ter =10
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