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Abstract 
 The proliferation of Continuous boundary monitoring 

in large-scale wireless sensor networks in various 
applications such as fires and hazardous bio-chemical 
material diffusion, soil moisture draws tremendous 
significant attentions. In this paper, we propose an energy-
efficient EUCOW algorithm that monitors both interior and 
exterior boundary of unsmoothed object by selecting only 
the nodes are within transmission range r distance far from 
event boundary and a minimum set of representative nodes 
that actually report to the sink.  

The simulation results significantly verify that our 
algorithm can achieve a thinner accurate boundary with 
less boundary nodes as well as greatly reduce the report 
messages to save energy, especially when numerous event 
objects emerge into less number of objects.   

 
Keywords wireless sensor networks, continuous object 
tracking, boundary monitoring 

I. Introduction  

Nowadays, numerous researches are focusing on Wireless 
Sensor Network (WSN) that is well developed to carry out 
tasks such as bio-chemical diffusion and military 
surveillance. One of typical research area is object tracking 
in WSN. The majority of previous works is to detect and 
track small moving target. However, relatively smaller 
efforts have been made on continuous object monitoring. 
Especially in unsmoothed continuous object environment, 
the research works are really limited. To monitor such 
complex phenomena in real time, it requires inordinate 
amount of message exchanges between sensor nodes to 
collaboratively estimate the object’s movement and location 
information. Therefore, it is judicious to create an efficient 
algorithm that avoids the data errors so as to minimize the 
communication cost and prolong the network lifetime. 

Literarily, we find various approaches to monitor 
continuous objects. The simplest and energy inefficient way 
would be just let all sensor nodes be awake and detect the 

 
Fig. 1  Comparison of number of representative nodes 

phenomena and transmit its readings to the sink. The sink is 
usually a more powerful node that relays the gathered 
information directly or indirectly to the base station. 
However, this approach causes huge energy consumption. 

In [1], X.ji et al. proposed a dynamic cluster-based 
mechanism to track the movement of boundaries and 
facilitate the fusion and dissemination of boundary 
information in a sensor network. Fig.1(a) shows that the 
boundary nodes are grouped into several clusters. (a.k.a. 
boundary node, hereafter it is acronymized as BN)The solid 
dot in black indicates the nodes selected nearby the 
boundary of an object and the solid pentagram in red 
indicates the cluster head that gathers and relays the data 
from nodes inside the cluster. It is obvious that this 
approach performs better than the simplest one since only 
the nodes near object boundary are associated with 
transmitting data to the sink. 

 In [2], J.H.Kim et al. propose an energy efficient 
DOMOCO algorithm described in Fig.1(b), it seems to be 
more BNs selected comparing to[1], but the number of 
nodes that report data to the sink is much less than[1]. We 
called that kind of nodes as representative nodes (a.k.a. 
representative node, hereafter it is acronymized as RN) 
which are triangles in read in Fig.1(b). 

This paper presents an energy efficient EUCOW 
algorithm that monitors unsmoothed object by selecting a 
minimum set of representative nodes near event boundaries. 
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We use BN-Array and corresponding BN-Array to store 
boundary status information in each node’s buffer. Ideally, 
only the nodes with rich boundary neighborhood information 
are required to report. Moreover, we also know it’s more 
realistic to consider three-dimensional space where we 
should set more complex spatial data for every sensor node, 
for simplicity, we just evaluate two-dimensional space in 
our algorithm. 

The remaining part of this paper is organized as follows: 
Sect.2 shows the related works and their drawbacks. In 
Sect.3 we explain the definitions as well as required 
assumptions for our algorithm. Sect.4 presents our proposed 
algorithm in detail and in Sect.5 we evaluate our algorithm 
with reliable simulation by using VC++ and Matlab. Finally, 
we give out the conclusion in Sect.6.  

II.  Related Works 

There are numerous researches on single and multiple 
targets tracking and localization in wireless sensor network 
[3][4]. [5] presents a distributed peer-to-peer target tracking 
framework that requires collaboration between sensor nodes. 
[6] proposes an efficient target localization algorithm by 
varying transmission range in wireless sensor network. The 
idea is innovative but the way of controlling transmission 
range is ambiguous. In [7] and [8], authors work on 
detecting some continuous changeable objects which are 
closely related to our topic. The main difference from our 
approach is that they don’t consider the situation when the 
object shapes changed and even event objects emerged in 
real time fashion. Moreover, [7] might lead to huge energy 
consumption since all BNs report data to sink. 

Xiang Ji et al. [1] propose a dynamic cluster based 
algorithm which can relatively efficiently tracks continuous 
objects’ movements through monitoring their changing 
boundaries. Once phenomena happen, sensor node 
immediately broadcasts a query message to all its neighbors 
to inquire their readings. If the sensor node detects one 
different detection status from its neighbors, the sensor node 
becomes a BN. After the BN selection, cluster formation 
process takes place among the BNs. However, the clustering 
algorithm is somewhat confused. The main drawback of this 
paper appears where every BN including every cluster head 
is directly or indirectly involved in routing data to the sink, 
which will yield more overhead and traffic. 

Z.Cheng et al [9]. COBOM is proposed to monitor 
boundary of continuous object. Once a sensor node’s current 
reading is different from previous observation, it broadcast 
its current reading and ID. A node who is going to receive 
the reading and ID will store them into its array (called BN-
array) and until find any different reading in BN-array, the 
sensor node becomes a BN. Those BNs whose neighborhood 
information are sufficient will be selected to be RNs. This 
algorithm is efficient with following two aspects 1) only 
limited RNs are selected 2) by using BN-array, the report 
message size will not increase fortunately since each 

message maintain its neighbors’ ID in the form of detection 
status in bits.  

J.H.Kim et al [2] presents DEMOCO that improved 
COBOM by just considering nodes in “IN” range, ignoring 
those in “OUT” range which theoretically reduce half of 
selecting BNs and RNs so as to achieve energy saving as 
well as prolong network lifetime.  

In this paper, we are only focusing on monitoring 
unsmoothed continuous object. Our paper is a kind of 
enhanced one to [2]. We use genEvent algorithm to 
theoretically generate the expected event, if we can truly get 
more precise prediction on the expected shape of 
unsmoothed objects, we allege that we can achieve less 
number of BNs and RNs than [2] especially when events 
densely happen. And we can also clearly distinguish interior 
and exterior object boundary which be shown by our 
simulation results.  

III. Preliminaries 

In this section, we make general assumptions required to 
achieve our algorithm and present the definitions that will 
be used in this paper. 

3.1. Assumptions 

• All sensor nodes with the same capability and 
functionality are arbitrarily deployed.  

• A sensor node cannot move after deployment and it 
knows its own location via Global Positioning System 
(GPS) [10] or other possible techniques such as 
triangulation [11] or localization [12]. 

• Each node has the same communication range r and 
knows the sensor nodes ordering in the network and 
cyclic ordering round it in communication range. 

3.2. Definitions 

Network Model: The topology of the network can be 
presented by a simple graph G= (V(G), E(G)) in a 2-
Dimensional plane , where an edge eij (eij = eji) exists for 
each pair of nodes ui and uj. After being deployed, all the 
nodes can geographically be remarked with 1,2…n (n is the 
total number of sensor nodes ) from the top-left to button-
right. We get all sensor nodes ordering {u1, u2,… ,un.}  
① Definition(Neighbors (Nu)): Let u and Nu represent a 

node and neighbors of u respectively. The 
neighborhoods Nu are those nodes that are within 
communication range r of u. e.g. v1 , v2,…,vn 

② Definition(Boundary Neighborhood Array (BN-
Array)): BN-Array is an array of sensor nodes’ IDs 
{ID1,…, IDu,…, IDn}(1≤u≤n) in consequence, 
corresponding with sensor nodes ordering. 

907



 

③ Definition(Boundary Status (BS)): If the status of a 
sensor node is a boundary node, we give this sensor 
node a value 1 or vice versa. So a sensor node has 1 or 0 
to indicate its own boundary status in this way. 

④ Definition(Corresponding BN-Array (CBN-Array)): 
CBN-Array is an array of sensor nodes’ BS {BS1 ,…, 
BSu,…, BSn }(1≤u≤n), corresponding with BN-Array. 

⑤ Definition(ON-message): an event sensor node will 
broadcast a message to its Nu to inform them its 
changed BS so that Nu can update their CBN-Array. We 
call this message as ON-message with 1 byte.  

⑥ Definition(INFO-message): Once BS of a sensor node 
changes, it should broadcast its changed BS with 1 byte 
INFO-message to its Nu until all sensor nodes get 
updated. 

⑦ Definition(Representative Nodes (RNs)):  
A representative node is a node that actually sends data 
to the sink. Only a few representative nodes will be 
selected among BNs to save energy.  

IV. BOUNDARY DETECTION AND 

MONITORING IN WSN 

In this section, we introduce our algorithm for boundary 
monitoring by selecting RNs in unsmoothed continuous 
object. In section 4.1, we generally illustrate genNet 
algorithm, genEvent algorithm, BN Selection Algorithm and 
RN Selection Algorithm presented in detail. In section 4.2, 
we present our proposed EUCOW algorithm. Moreover,  
section 4.3 gives statistical performance analysis.  

4.1. Algorithms Illustration 

A. genNet Algorithm   
 We adapt Voronoi-based network [13], for simplicity, 

just focusing on 2D deployment of sensor nodes to get 
accurate and more reliable boundary. We assume that each 
sensor has enough buffer to store BN-Array and CBN-Array. 
The BN-Array is decided in priority by the network. After 
deployment, each sensor node broadcasts a hello message to 
its Nu to get neighborhood information so as to get a value 
“-1” for Nu and “0” for non-neighborhood nodes in their 
CBN-Array.  
 
genNet Algorithm 
00 Sensor nodes deployment   
01 BN-Array assignment 
02 Each node send hello message to its Nu  
03 CBN-Array assignment with neighborhood -1 and non-

neighborhood 0. 
03 End /* the sink announces the end*/ 
 
 
 

B. genEvent Algorithm 
Event can be defined as a single or multi-event. We 

adapt tree structure concept to describe the nodes’ structure 
as Fig.(a). We called it treeNet. In fig. once a phenomenon 
happens, there should be a start event node u and its Nu 
{ v1 , v2, v3, v4}. The event signal randomly spreads in 
neighbors’ directions: u  v1 or u  v2 or u  v3 or u  v4, 
and then v1 , v2, v3, v4 spread signals to their Nu respectively. 
Once a sensor node receives a signal from another sensor 
node, it updates the value in the corresponding position of 
CBN-Array with 1. Theoretically, a final single event object 
might be like Fig.2(b). In the case of multi-object 
phenomena, some objects emerge into less number of 
objects which lead to less BNs and RNs. 

 
(a)                                         (b) 

Fig. 2 TreeNet Structure 
 
genEvent Algorithm 
00 Events happen  
01 Each event signal spreads in randomly chosen Nu 

directions/*it’s allowed to transmit a signal back*/ 
02 When objects emerge, back to 01    
03 End /*suppose that all event nodes know the end of an 

event*/ 
 
C. BN Selection Algorithm 

Afterwards, we deploy an efficient boundary node 
selection  mechanism described as follows: Since each node 
has already got CBN-Array {BS1 , BS2 ,…, BSn } fixed. 
Regardless of all the values 0, the remaining values should 
be either -1 or 1. 
void main() 
{  
if (BSi =…=BSu =…=BSj=1), u =interior object node  

or 
if (BSi =…=BSu=…=BSj= -1), u =exterior object node 

else 
 { 
if (BSu=1), u =interior BN 

  or  
if (BSu=-1), u =exterior BN 

  end  
} 

end 
} 
Where 0≤i≤u≤j≤n. 
 
D. RN Selection Algorithm 

Since BSs of all the BNs are 1 in CBN-Array. Assume 
that we have a set of BNs’ BSs values {BSi ,…, BSi,…, 
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BSk }(1≤i≤j≤k≤n). A minimum set of sensor nodes whose 
CBN-Arrays includes all the values in {BSi ,…, BSi,…, 
BSk } will be selected to be a set of RNs for a consideration 
of energy consumption during the transmission to the sink. 
The less RNs that report to the sink, the more energy be 
saved. One thing we have to mention is that not only the 
BNs but other sensor nodes could be RNs. Theoretically, the 
RNs should have rich BNs information and be closed to the 
object boundary. 
 
RN Selection Algorithm 
00 Comparing CBN-Arrays, to select out the nodes whose 

CBN-Array has more BNs’ BSs. It’s allowed to have 
several top 1s, but we randomly chose one regardless of 
the previous inefficient one. 

01 Among the remaining nodes, each node removes the 
previous radmonly chosen top 1 node’s BSs from its 
CBN-Array and then use 00 to get a next set of 
candidate top 1 nodes. And Stop when the selected 
nodes at present time cooperate with the previous 
selected nodes can achieve a set of nodes whose CBN-
Arrays include all BNs’ BSs. Else, move to 01 

02 Else, move to 00 
03 End  
Give a vivid example: 

 
Fig. 3 An example for RN Selection Algorithm 

As illustrated in Fig.3, u1 ,u3 ,u4 ,u5 ,u6 ,u7 ,u8 are BNs 
with a dotted red circle. 
Table 1: CBN-Arrays of {u1 ,u3 ,u4 ,u5 ,u6 ,u7 ,u8.} 

 u1 u2 u3 u4 u5 u6 u7 u8 
u1 1 -1 0 0 0 0 1 1 
u2 1 -1 1 0 1 1 0 0 
u3 0 -1 1 1 1 0 0 0 
u4 0 0 1 1 1 0 0 0 
u5 0 -1 1 1 1 1 0 0 
u6 0 -1 0 0 1 1 0 0 
u7 1 0 0 0 0 0 1 1 
u8 1 0 0 0 0 0 1 1 

00 get u2 and u5 as as top 1s with 4 BS values in its CBN-
Array.  

Possibility 1: if randomly select u2, a set of next top 1 
nodes should be{u3 ,u4 ,u5}or { u7 ,u8} because we  still 
need BS6 BS7 BS8. It’s obvious that we need more than 3 
RNs in this case. 

Possibility 2: if randomly select u5, {u1 ,u7 ,u8} to be a set 
of next top 1s is the only solution. This case we need 2 RNs.  

Finally, we get RNs { u5 ,u1}or{ u5 ,u7}or{ u5 ,u8} as  a 
solution to this example. 

4.2 EUCOW Algorithm   

In this section, we present our proposed algorithm. 
 
EUCOW Algorithm 
/* when the events happen */  
00 genNet 
01 genEvent, else move to 00 
02 BN Selection Algorithm, else move to 01 
03 RN Selection Algorithm, else move to 02 
04 RNs report to the sink 
05 The sink updates the boundary information 
06 End  

However, we don’t deny inevitable collision and 
unexpected errors existing. 

4.3 Performance Analysis 

 
Fig. 4 Comparatively study on expected boundaries based on 

Voronoi network topology  
To measure and comparatively study on the precision of 

expected boundary, intuitively the more sensor nodes 
deployed, the better results we can get. We quote a 
definition of boundary point that actually a centroid of RN 
and expected boundary line that connects all boundary 
points [2].  

As shown in fig.4(a), the pink area indicates the object 
while the thick curved shape in green is the expected 
boundary of DECOMO. Fig.4(b) shows that our EUCOW 
can accurately localize both expected interior boundary in 
light blue and exterior boundary in yellow. Since we only 
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select the nodes within one hop distance to the boundary 
line, we achieve extremely thinner boundary than DECOMO 
in the form of both interior and exterior boundary.   

To gain some intuitive understanding about how many 
BNs and RNs will be selected and how to efficiently set the 
parameters in our voronoi cell based wireless sensor 
network that our proposed algorithm surpass DECOMO[2] 
in boundary accuracy and energy efficiency, we statistically 
analyze the performance. For our analysis, we assume that 
we have enough sensor nodes, hundreds and thousands 
nodes deployed in a voronoi cell based network so that we 
can ideally consider it as a uniform dense area with   a 
density ρ sensors per unit area. And also we suppose that Sg 

denotes the boundary area in DECOMO, Sb denotes the 
interior boundary area and Sy denotes the exterior boundary 
area in our proposed algorithm. we define our boundary area 
as the sum of Sb and Sy.Therefore the expected number of 
BNs in DECOMO and EUCOW can be expressed as 
follows: 

EDECOMO [BN]= ρSg                                                                    (1) 

 EEUCOW [BN]= ρSy + ρSb=( Sb +Sy) ρ               (2) 

Where EDECOMO[BN] indicates the expected number of BNs 
in COBOM algorithm and EEUCOW represents the expected 
number of BNs within range r respectively in DEMOCO 
algorithm. Since we restrict BNs should be selected within r 
distance far from boundary line, usually we get Sb +Sy ≪Sg 

so (2) ≪ (1). Therefore, we can make a conclusion that our 
proposed algorithm selects much less BNs than DECOMO 
without decreasing boundary accuracy when numerous 
objects emerge except for network is of low density. 

V. Simulation and Results 

In this section, we develop a simulator using VC++ to 
evaluate the performance of DECOMO [10] and our 
proposed algorithm. Unlike DECOMO algorithm, we don't 
consider the smoothed moving objects, in contrast, we fully 
focusing on unsmoothed objects.  The possible data loss and 
contention are not concerned. Our simulation results will 
experientially verify that EUCOW can achieve a thinner 
accurate boundary of object as well as energy efficiency due 
to relatively less number of BNs and RNs. we carry out each 
simulation 100 times. The parameters for the simulations 
are shown in table 2.  

Table 2: Simulation parameters 

Parameter Value 
Area Size 500*500 

Quantity of sensor 10000(dense) 
Communication Range 25m 

Total reporting time  10 times 
Total time slots/ simulation 120 

sensing and reporting periodicity  3 time slots 
Total simulation times 100 (times) 

Increase an event time by 3 time slots  
(initial value:21 time slots) 

In our simulation, sensor nodes are arbitrarily distributed 
over a 500*500 field. Since we are focusing on the precision 
of object boundary, in each simulation, we deploy 10000 
sensor nodes to simulate a dense setting. The 
communication range is set to be 25m.  All sensor nodes are 
activated and make local observations every 3 time slots. An 
event time denotes the time period that an event lasts for in a 
single simulation trial.  

 
Fig. 5 Comparing the number of selected BNs 

As shown in Figure 5, our proposed EUCOW performs 
better than DECOMO in selecting BNs. At the beginning 
time, almost all sensor nodes are BNs for temporary we get 
nearly worse performance. With the increasing of event 
nodes, objects are shaped and growing. There is a very 
interesting phenomenon that when we adjust event time to 
be 30 time slots, the BNs suddenly increased. The reason 
should that some objects emerged. Moreover, we get a 
similar phenomenon when event time is at a value of 45 
time slots. 

 
Fig. 6 comparing the number of selected RNs 

Figure.6 shows that the difference of the number of 
selected RNs in DECOMO and EUCOW almost the same 
when the value of event time is 21, 24 and 27 since the 
event regions slowly expend, no emerged objects. As the 
event region grows, the number of RNs in our proposed 
Algorithm might be of high possibility to surpass that in 
DECOMO for theoretically we need more RNs to cover all 
the BNs in a large scale. Fortunately, some objects emerged 
to greatly reduce the number of BNs as well as RNs. 
Meanwhile, we get less report messages so as to achieve 
energy efficiency and prolong the network lifetime.  
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VI. Conclusions and Future work 

In this paper, our proposed EUCOW algorithm achieves 
two significant things: 1) our genEvent algorithm 
successfully generates the randomly happened events. 2) we 
use BN selection algorithm to simply and efficiently select 
BNs in the form of interior and exterior BNs. Actually, we 
got some errors and data deviations in evaluating the 
performance of our proposed algorithm, but it’s not serious 
to boundary accuracy and BNs, RNs selection. One 
limitation is that some mechanisms of our system should be 
directly implemented on normal sensor nodes. For our future 
work, we are going to concentrate on boundary monitoring 
in spatial wireless sensor network.  
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