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Abstract—We target urban scenarios where vehicular users A downloader ‘Q ‘

can download large files from road-side Access Points (APsand = | ;@; i

define a framework to exploit opportunistic encounters betveen il m———— L T

mobile nodes to increase their transfer rate. We first devisea a N

icérry&forward
B ‘tra‘nsfer

technique for APs deployment, based on vehicular traffic flow
analysis, which fosters cooperative download. Then, we ppose 1 I
and evaluate different algorithms for carriers selection aad chunk T A M
scheduling in carry&forward data transfers. Results obtained ‘ E @‘
under realistic road topology and vehicular mobility conditions S
show that coupling our APs deployment scheme with probabistic

transfer

B )
| ‘ carrier

Fig. 1. Example of coobérétive download in an urban enviremm\Vehicle

- " . . a downloads part of some content from AR, through a direct link. The
carriers selection and redundant chunk scheduling yields avorst- idle AP B then gives another portion of the same content to a localcleshi

case 2x gain in the average download rate with respect to die¢  ;, "\when s encountersa, vehicle-to-vehicle communication is employed to
download, as well as a 10x reduction in the rate of undelive@® transfer toa the data carried by

chunks with respect to a blind carry&forward.
Such cooperative download process becomes especially

challenging in urban environments, where the presence of
Vehicular environments are one of the most promising fieldsultiple route choices makes it hard to predict if vehicles

of application for pervasive mobile networking. If the fastwill meet, while the interaction among individual cars unde

dynamics of the topology of a network built over moving vehiprecise driving rules render contacts timings very vagabl

cles make the adoption of a fully ad-hoc paradigm unfeasible In this paper, we identify and address three main challenges

schemes relying on vehicle-to-infrastructure and oppustic  , APs deploymentrban roads are not all identical, as some
car-to-car communication appear instead viable. Among the are more congested than others, some are bidirectional

I. INTRODUCTION

possible applications of infrastructure-based oppostimie- and others one-way, some have higher speed limits than
hicular networks, we focus on that of cooperative download.  others. This must be taken into account when deploying
In fact, although having recently drawn increasing attenti APs, since diverse plannings of the infrastructure can

from the research community, studies on vehicular cooperat yield dramatic differences in terms of download rate
download have been limited to highway scenarios, where achieved by vehicles. APs deployment techniques must
the unidimensional nature of nodes mobility simplifies the  pe thus devised to favor the cooperative download process
problem. In this paper, we move for the first time vehicular  among vehicles;
cooperative download to urban environments. « carriers selection contacts between cars in urban envi-
We consider an urban scenario, where users aboard cars ronments are not easily predictable like in highway sce-
are interested in downloading large files from servers in the narios. Idle APs cannot randomly or inaccurately select
Internet, exploiting to this end APs located over the road vyehicles to carry&forward data, as most of the chunks
topology. Obviously, not all users download large files all  risk to be never delivered to their destinations. Choosing
the time: indeed, one can expect that the portion of vehicles the right carriers for the right downloader vehicles is thus
actively downloading large contents is small over the erdar a key issue in urban cooperative download;

traffic, as it also happens in traditional networks [1]. Tfere, « chunk schedulingselecting which parts of the informa-
at each time instant, only a very few APs are involved in data  tion should be assigned to carriers, and in particular
transfers to downloader cars in their coverage area, and the choosing the level of redundancy in this assignment, plays
majority of APs is instead idle. S . a major role in reducing chunk losses in the system.
Our _goal is to exploit the_se APs Inactivity per|.ods 0 solutions to these problems are among the original contri-
transmit, to cars currently within range of idle APs, piecés |, tions of the paper, which include: (i) an APs deployment

the data other vehicles in the network are interested ins C¢:neme hased on analysis of vehicular flows and optimization
that obtain information chunks this way can then transpuet t ¢ crossing volumesdescribed in Sec. II; (ii) three carriers

data according to aarry&forward paradigm [2], and deliver ggjaction algorithms, based on vehicular contact probabil
it to the destination vehicle, exploiting opportunistintacts estimation, introduced in Sec. IlI; (iii) three chunk schkd

with it. An example of this procedure is provided in Fig. 1. ing techniques, characterized by different redundancgléev

This work has been supported by the EuroNF NoE and by the Qpanfjeta'le_d in Sec. IV; ('V) the first perfqrmance evaluatlprcpf .
Ministery of Science and Technology under grant TSI2008686C02-01.  operative download in urban scenarios, conducted in t&alis
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vehicular mobility conditions over real road topologiefiose
results are presented in Sec. V. Related work is discussed in 3 1 3
Sec. VI, and conclusions are drawn in Sec. VII.
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Il. ACCESSPOINTS DEPLOYMENT

A judicious placement of APs over the urban road topology
is a fundamental first step in the definition of an efficient
cooperative download architecture. In particular, we et O
deployment of APs that maximizes the potential for colla@sor rig. 2. Sample vehicular flows over a road topology graphwBlgenerated

tion among vehicles, so to favor carry&forward transferd argt edgeli are drawn in”retij Whilehthose g?neratedj aﬁrelin %rey- ASSUTing
a travel time= 1 at all edges, the partial crossing volurh¢ . is equal to

speed u_p the download processes. . - min{6,4} + min{0,0} = 4, while the crossing volumé;; is4+3 =7

To this end, we exploit the predictability of large-scale

urban vehicular traffic flows, which are known to followtravel timest_k> and <t_k in the — and in the« directions,
common mobility patterns over a road topology [3], [4], [5]respectively. Considering again traversing flows frepthe
By studying such traffic dynamics, we determine the wayo correspondingraversing volumesire
vehicular flows spread over the streets layout and employ - = = — =

this information to guide the APs placement. Next, we first vik = fik <t Uik = fie ot

introduce the concept afrossing volumehat constitutes the and represent the number of vehicles that, on average, are
basis of our solution, and then employ it to formalize the ARsresent ovek: having previously visited.

deployment problem as an optimization problem. Let us now introduce a second group of flows, generated
at an edgej # i, depicted in grey in Fig. 2. The same
consideration we made for flows generated ate valid, and,

Let us imagine that the road topology is represented by gy e an edgé + 7, we can compute the traversing volumes
graph where vertices are mapped to intersections and eog m j to k, u;7, and . By considering both sets of flows

streets connecting them, as in Fig. 2. The graph is und'niect(g‘t once, we can define thpartial crossing volumef i and j
and an edge exists even if the corresponding road is one-Way. as

Focusing on a particular edgeof the graph, we can track
all traffic leaving such edge, in both directions, and draw g , {min {U—ilc),m} + min {%,@},

A. Crossing volume

if k#£d,k+#j
map of how vehicular flows (measured in vehicles/s) from % — 0, otherwise

unfold over the road topology. We refer to these flows as the

vehicular flowsgeneratedat i. As an example, in Fig. 2, the The partial crossing volumé:j; thus corresponds to the
red arrows depict flows generated at edg®ifferent flows amount of vehicular traffic that merges at edgeoming from
have different size, in vehicles/s as already said, reptede ¢ and;j. Note that

by their associated number (values in the example are onlye we only account for flows traveling on opposite directions
illustrative). over k, as two cars that happen to be on the same road

Let us now consider a generic edge# i, and isolate the
flows passing in strict sequence througandk. In this case,
we distinguish the two directions of movement overand

at the same time in contrary direction always generate
(or have generated) a contact, while two cars traveling
over the same lane have small probability of meeting,

especially in the case of long roads. In other words,
opposite flows generate a certain high number of encoun-
ters between cars, while flows overlapping in the same
direction only result in rare contacts, outcome of strict
timings which are hard to predict and quantify. We thus
consider the latter contribution as negligible;
we take the minimum between the two facing traffic
volumes, as that is the one imposing a more strict
constraint on the number of encounters between vehicles.
Finally, the concept of crossing volume can be unbound
m intermediate edges and related to couples of roads only
ssuming that the road topology graph has edges with indices
in the setl = {1,..., K}, we define thecrossing volumef

define twotraversing flowsfrom ¢ to k:

. ﬁ the vehicular flow generated atand subsequently
tr(_aversingk in the — direction;
o fik, the vehicular flow generated atand subsequently
traversingk in the — direction.
We do not impose any rule in defining the two directions
at k, which, e.g., could be based on vertices numbering or®
geographical coordinates. Our only concern is that, foheac
edge, the two directions are unambiguously identified. On
the other hand, the direction dtis not specified, and a
traversing flow could have visited its generating edge in aff
direction (including both of them, if flows generatediain
both directions then merge &tin the same direction). ) _
Traversing flows at an edgecan be translated to traversing 2NdJ as
volumes (measured in vehicles), by evaluating the average
time vehicles spend to travel over the entire road segment
corresponding to edgé. Also in this case, we can distin-
guish the two directions of movement, and define the twehich implies thath;; = hj; > 0, Vi, j € 1.

K k . . .
hij = {ozm Y e ®

, otherwise
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The crossing volumé,; provides a measure of the potential I1l. CARRIERS SELECTION
for contact, and thus cooperation, over the entire road artw

among vehicles leaving edgesand /. Having deployed the APs over the road topology, we can

address the carriers selection problem, i.e., answer to the

B. Crossing volume-based APs deployment following questions: which of the vehicles in range of areidl
We can now exploit the concept of crossing volume tAP should be picked as carriers, if any? And which of the

formalize the problem of APs deployment. Let us assume ti#@wnloader cars should such carriers transport data for?

N APs, with N < K, are to be placed over the road topology Indeed, the key to the answers is to know in advance

graph defined before: our problem becomes that of assignigether (and possibly when) one or more cars currently withi

APs to N of the K edges of the graph. coverage of the AP will meet a specific downloader vehicle,
We associate to each edgea binary decision variable;, so to perform the selection that leads to the highest gain in
defined as terms of download rate. Also, by choosing carriers dependin

on their future contacts, the destination of the data besome

constrained to the elected carriers, and the second gaoestio

above is inherently solved along with the first one.

and refer to their vector as = {x1,..., 2k }. However, the movement of individual vehicles over urban
Since opportunities for cooperation between vehicles aféad topologies cannot be precisely predicted, and we must

proportional to the crossing volume between each couple rely on a probabilistic approach, leveraging again the tons

edges, APs should be positioned so to maximize the sum|@fge-scale mobility patterns of vehicular traffic flows. We

crossing volumes between each pair of APs over the whaltus let each AP build @ontacts mapexploiting historical

road topology. We can formulate the following mixed-integedata about contacts between cars, and use it to estimate the

quadratic programming (MIQP) problem meeting probability between local and downloader vehidles

1, if an AP is deployed on the road mappedito
T = .
0, otherwise

1 g 5 the following, we first discuss how contacts map are strectur
max  f(z) = 52'Ha (@) and constructed. Then, we present different carriers tetec
st. x€{0,1}, Viel (3) algorithms and detail how they exploit such contacts maps.
K
Z z; <N (4) A. Contacts map
i=1 We denote ag¥, the k-th production phasef vehicle a

r+x; <1, VijeQ,;, j<i, Viel. (5) withrespectto AP4, i.e., thek-th of the disjoint time intervals
Here, that in Eq. 2 is the objective function to be maximize(ﬁ’u”ng Wh'Ch.Yeh'dfﬂ can stea_dlly download data _from [6].
From a specific AP’s perspective, we tag production phases as

with H = {h;;} a K x K matrix in R, filled with the crossing Lif thev involve that particular AP- .
volumes computed for each couple of edges as in Eq. 1. Al geal I they involve that particular Ar. as an exampig, is

Eq. 3 states that; is a binary variableyi € I, whereas Eq. 4 a local production phase for AB, Vb, /.
bounds the overall number of APs to be deployed\to On the othe_r hand, we label §f§’3 the_m-th forward phase
The constraint in Eq. 5 avoids that two adjacent edges (i.8f, vehicle b with respect to vehicle, i.e., them-th of the

edges with a vertex in common) both host APs. As a mattdisioint time intervals during which vehiclé can steadily
of fact, ©2; is the set of indicesj labeling edges that areforward data to vehicle. We stress that both production and

adjacent to edge: the inequality thus forces the sum of anjorward phases do not necessarily correspond to actual data
two decision variables; andz; referring to adjacent edges totransfer, but just to contacts which could be exploited fatad

be less than or equal to 1. This prevents that APs are plad&isfer- o . . _

too close to each other and form locally dense clusters, avher Ve @lso usé(-) to indicate the time at which a production

only direct communication is used and insufficient spacefts | ©F forward phase starts, anl¢(-) to tag its duration. For

in between APs to perform vehicle-to-vehicle transmissionProduction phases onlg() denotes the hlstoncal direction _of

For the same reason, we only deploy one AP per road. movement% of thg vehicle at the begmnm_g of the produptlop
The problem can be easily extended to the case of incremBRase, whileu(-) its speed at that same time. The notation is

tal APs deployment, in which one or more APs have alreadymmarized in Fig. 3.

been positioned along some roads, and others are to be added.

It is sufficient to introduce constraints that foregto 1, for tructure

all edgesi where an AP is already deployed. A contacts map is a data structure that provides an AP with
Finally, we stress that this formulation solves the AP#formation on the probability of contact between a vehicle

deployment problem from a large-scale viewpoint, i.e., iovolved in a local production phase and another vehiclehWi

allows to determine the roads where APs should be positionggference to the example in Fig. 3, the contacts map af3AP

However, it does not specifies the exact location of each AP

over the selected roads. In Sec. V. we will show that Sucthhe historical direction is obtained as the angle of moveni&tween
' the location where the vehicle started its trip, and its entrdocation. This

small-scale deployment has in fact a negl'g|ble Impact @n t}ﬂrovides a more reliable estimation of the trajectory thaiale will maintain,
performance of the system. with respect to that inferred from the instantaneous diact
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Q] B QE(Fﬁn) It is to be noticed that each AP builds its own contacts

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, e map, in which it stores only values associated to keys where
D b 4@ ) ) the first production phase, as already said, is a local one.

’ [p A V(Pa) As an example, an AR will only store values for keys

- _ qg(rﬁa) of the typek(p’,,ph,), Vh,b, k, A,a. The rationale is that

"""" e S = TS local production phases are the only vehicle-to-infradtrre
contacts that an AP can exploit for carriers selection, aed a
fab o o thus the only ones an AP is interested in recording data for.
t — e

Construction

The steps for the construction of the contacts map at an AP
are best described by means of an example, so we consider
nce more the situation depicted in Fig. 3.

When production phase,, starts,A logs the timet(p” ),
the relative vehicle identifiet, its historical directionx(p%,),
and its current speed(p”,). This information is shared with
other APs in the same aréaand updated, when the produc-
tion phase ends, with the information on the duratip®, ).
This way, when the production phag§, terminates, APB
has memory of the event, including all related details.

At(fn)  t(fa)  At,) M) AtpL) ten)

Fig. 3. Notation for contacts map structure and constractio

allows B to know the probability of contact between the Ioca?
vehicleb and the generic vehicle.

In particular, AP B knows thatb started a local produc-
tion phasep, at timet(p,), while moving with direction
a(pl,) and speeds(ph,); also, let us assum@ has been
informed thata started a production phagé, with AP A at
time t(p,), while moving with directiona(p%,) and speed
v(pa,). Then, the_contacts mhap % aIIows_to a_ssociate the Similarly, at the beginning op%,, B records and shares
couple of production phase(?Bb’pAa) to h'StO”_Cal data on i other APs identical information on such productiongia
the encounters between vehicles that had previously gmré{'/vhich is then updated at the end gf,.
production phases at the two AB5and A with timings and At that time, as every other AP dcl))es at the end of its own

mobility similar to those ob anda. local production phases, AB checks whethep’, can be

_More formally, a contacts map is a_set_ (_)f one-to-one assOkbsidered as an opportunity for cooperative download with
ations betweelkeys that encode the significant character|st|c§

ft ducti h nail that store th tact espect to other production phases it is aware of. It is so if
ot two production phases, an@lues that store the contacts, , ,,q, production phase is found to be compatible with
properties for all couples of production phases that shach s

characteristics (see next for a definition of production phases compatilit
The key for two generic production phase, andpk, is In our case, !et us assume that t_he_ production phéseis
a vectork(py,, p%,) equal to compatible W|thp’§b,_thenB looks in its local contacts map
for the value associated to key(p%,,p%,). If the entry is
not found, it is created, and, in both cases,rits,. field is
incremented.
whereda, 6t and v are the units (in degrees, seconds, and Proceeding in our example, vehidldater on meets vehicle
meters/second, respectively) used to discretize angiesand , generating the forward phas¢g and f;”. We focus on
speed. A couple of production phases is thus characterizig first one, as it is that of interest in our example. Both
by the identity of the AP involved in the second productioRehicles record the forward phase start tingg”;), as well
phase, the time elapsed between the start of the two productas the other vehicle’s identifier. Upon loss of contacnd
phases, the direction of the two vehicles at the beginning pfalso log the forward phase duratiakt(f7). These same
the respective production phases, and the difference ketwears upload these information, together with similar data o
their speeds at that same time. We stress that the identityaif other forward phases they have experienced, to the next
the other AP is not necessary, as the first production phase\[ they encounter, which will again share them with APs in
always a local one. the same area.
A valueis instead a vector of four fields: When AP B is notified of the forward phasg¢?, it tries
1) nopps, the number of contact opportunities, i.e., the numgp ynderstand if ™ can be related to any of the opportunities
ber of times that the AP observed a couple of productign has previously recorded. Thus3 scans its database for
phases with characteristics as from the associated kgycal production phases compatible wiffji (see next for a
2) ncons, the number of actual contacts, i.e., the number @ffinition of production phase compatibility with a forward
times that vehicles from the aforementioned couples ghase). Assuming that’s, satisfies the compatibility con-

production phases actually generated a forward phasgjraint, B then looks for production phases of vehielewith
3) tqe, the average time elapsed between the start of the
last production phase and the start of the forward phaseFor the purpose of cooperative download, we do not need aff #P

when the latter has indeed occurred: know all vehicle-to-infrastructure contacts. Insteadisitsufficient that APs

. are informed of contacts occurring in a limited area arouneit, which
4) taur, the average duration of the forward phase, Whend&arantees system scalability. In our tests, we considdiedimited area to

has indeed occurred. have a radius of a few kilometers, matching the size of theilsited scenarios.

A, Lt(P%b) - t(P’Aa)L La(g;%b)J, LQ((};:A@)J, Lv(P?ab)

— 'U(pqua)
ot !

Sv

)
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any AP, that are compatible with?,. B finds againp”,,, T LT
and thus finally relateg; to the couple of production phases

(pl,, p%.,)- At this point, B retrieves the value associated to, P Pea | | P, | R Pra P Poa .

the key k(p%,,p%,), and updates thei.ons, tser and tau, '\ M

fields. The first is incremented by one, to record that the o o o
opportunity previously stored actually generated a fodvar® o — — ¢
phase. The second and the third elements are updated using \ '\fazb

. fas
samplest(f7) — t(pl,) and At(fm), respectively. The way ab — ——— .t

these Ia.St Updat.es are perform(_ed depends on the de?'.rdd dlgitg?' 4. Example of phases compatibility. Arrows show prdiur phases
level of information on the vehicle-to-vehicle contact:anr  of car that are compatible with local production phases ofigas well as

case, we opted for keeping track of the mean of the sampl@sich of the latter are compatible with forward phases a6

Phases compatibility 1) the first production phase has ended before the end of
Phases compatibility ruledetermine when two production the local production phase

phases generate an opportunity for cooperative downlaad, a t(phy) + At(pl,) > t(ph,) + At(ph,),

well as when a forward phase can represent a contact for a ) )

local production phase. which accounts for the fact that an AP can only destine

These rules formally relate phases in a way that avoids  Ccarry&forward data to production phases it is aware of;
inconsistencies in the resulting contacts maps, an evaet-ot 2) the first production phase has end.ed at most a fime
wise common, especially when considering that phases often Pefore the end of the local production phase
overlap in time anql/or re_fer to a same AP (i.e., it can be that t(p’éb) + At(p%b) _ t(pff;a) _ At(plixa) <T,

A andB in all previous discussions are indeed the same AP). ] o )

We first introduce the set of rules for the compatibility of __ that avoids considering too old production phases;

a local production phase with respect to a forward phase. A3) the first production phase is the last involviagind A
local production phase'y, is said to be compatible with a satisfying rulesl and2 to have ended before the end of
forward phasef’; if the following conditions are verified: the local production phase

1) the forward phase has ended after the end of the local — #n | 0 < t(pl,) + At(ply,) — t(P7h,) — At(ph,) < T,

production phase tHph) > tph),

h h

t(fap) + At(fap) > t0hy) + At(ppy), which guarantees that at most one production phase
asb must receive the data froft before it can forward involving same vehicle/AP couple is associated to each
them toa. Note that the indices already imply that, for local production phase.

the phases to be compatible, the same veHicteust Examples of phases compatibility resulting from the rules
realize the production phase wifh and be the potential listed above are provided in Fig. 4.
carrier in the forward phase; ; : :
' B. Carriers selection algorithms
2) the forward phase is the first involving and b and g

satisfying rulel to have terminated after the end of the ©ONC€ built, a contacts map can be exploited by an AP to
local production phase select local vehicles as data carriers for cooperative ¢t

by retrieving their contact probability estimates with pest
B [ 4(f2) + At(fa) > tplh,) + At(p,), to downloader cars.
t(fm) < t(fm), Firstly, it is necessary that APs know which cars in their
i surroundings are interested in some content. Thus, evesy ti
which guarantees that at most one forward phase jsyownloader vehicle starts a production phase, the fact tha
associated to each production phase; , it is requesting data is attached to the usual information on
3) the local production phase d is the last involving e production phase that the local AP shares with other APs.
b and ,sausfymg rulel that started before the forwardrhis ay, each AP can track downloader vehicles through thei
phase’s end production phases history.
In | E(F) + AL(F7) > t(plhy) + At(plh,), Thanl_<s to such knowledge, an AP_that has aqtive local
Hplhy) > t(plsy) produ_ctlon phases can compute tdelivery potentialp,

PBy PBy)> resulting from electing one (or some, or all) of the local
which guarantees that at most one production phasevihicles as carrier(s) for data destined to a specific daaddp
associated to each forward phase. vehiclea. The delivery potential is obtained as the sum of the

Then, we introduce the rules that define the compatibilitpdividual contact probabilitie,, derived from assigning data
between two production phases. A production phalse is for the downloader. to each elected local carriérs.

said t(? be compa‘uble with a !ocal productlon ph@%@ if the SLeveraging the broadcast nature of the wireless channaigieamulticast
following conditions are verified: transmission is sufficient to transfer the same data to editet! local carriers.
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o1 setp equalto Pyin o1 get next on-going local production phase p’%,

i hoook
02 for eachdownloader vehicle a do 02 getkeyk(ply,, p%,) _
03 if aisinrange of B do ] i 03 if a contacts map entry for such key exists do
04 if a is closer to B than previous direct downloaders do 0a  getrelative value {nopps, Meons, tael, taur }
05 select a as destination for direct transfer 05  setp equalto “cons
06 select no vehicles as carriers for carry&forward transfer dd o to deli ""’Ppi tial ok
07 set p equal to co 06 ada by 10 delivery p‘if” A Paa
08 done 07 add b to carriers list €7} ,
09 else os done ;
: L
10 for each production phase p,, of a do o9 mark local production phase pip, as processed
11 until all on-going local production phases are not processed do Fig. 7. p-Driven pseudocode fqp;k &k update
12 update delivery potential p% o Aar “Aa
13 update carriers list &%, - -
14 done o1 get next on-going local production phase p}éb
15 if p% , is the highest potential computed for a do 02 getkeyk(pl,,ph,)
16 set p, equal to p& 03 if a contacts map entry for such key exists do
17 set &, equal to &%, o4 getrelative value {nopps, Ncons, tdet, tdur }
18 done 05 setpy equal to zg;z;
19 done 06 if pp is equal to or greater than IP;,,4 do
20 if pq is strictly higher than p do 07 add py, to delivery potential p¥, ,
21 select a as destination for carry&forward transfer 08 add b to carriers list @’j‘a
22 select vehicles in &, as carriers for carry&forward transfer 09 done
23 set p equal to pg, 10 done
24 g done 11 mark local production phase p's, as processed
25 one - - s
% done Fig. 8. p-Constrained pseudocode ﬁmff;‘a, ¢, update

Fig. 5. Pseudocode for carriers selection at BP . .
As a matter of fact, carry&forward data is consigned by

o1 get next on-going local production phase pls, each AP to all available local vehicles, and destined to the

2 :(eitd m;pb etgugélfse? ;%r;ctig::i;alug € (0, 1] downloader vehicle which maximizes the sum of its contact

o4 add b to cariers list k. Paa probabilities with all the local carriers, as detailed ie {iseu-

05 mark local production phase p';, as processed docode of Fig. 7. We stress that non-compatible production
Fig. 6. Blind pseudocode fap¥ , &, update phases generate keys that are not present in the contacts map

) and are thus not considered for cooperative download.
The process is repeated for each known downloader carag the p-Driven algorithm is designed to exploit

and, in the end, the dqwnlg)ader vehicle associated with tBgrygforward whenever there is a minimal chance of dejiver
highest delivery potentlap_ is chosen _for carry&forward p - is set to0: this allows cooperative download even in
transfer through local carriers that contributedito resence of very small delivery potentials. We expect the p-

The framework for carriers selection run at a generic ABriven scheme to be more precise in carriers selection than
B is shown as pseudocode in Fig. 5. There, priority is alwayse Blind one, but not in absolute terms.

given to direct data transfers to downloader cars, anddagn The p-Constrained carriers selection algorithm builds on
among them is provided by always picking the vehicle that {g, of the p-Driven scheme, adding constraints on probabil-
closest to the AP. The parametgy,, controls the minimum jties as from the pseudocode in Fig. 8. In particular, local
delivery potential required to attempt cooperative dowdlo yehjcles with individual contact probability;, lower than
through local carriers. The value of such parameter (lihe P;nq > 0 are not considered for data carrying, aig;,
in Fig. 5), together with the way the delivery potentiall, s set to a value higher thah so that downloader vehicles
associated to the downloader production phage and its yith delivery potentialp, lower thanlP,,,, are discarded.
relative carriers list';,, are updated (lines2 and13in Fig. 5),  Thanks to the lower bounds on individual probability and
distinguish the following carriers selection algorithms. delivery potential, the p-Constrained algorithm is expddb
The Blind carriers selection algorithm aims at fully ex-fyrther increase the delivery precision and reduce the &ad
ploiting the airtime available at APs, by delivering data ta\ps with respect to the p-Driven scheme. However, quality
all available local carriers whenever possible. This atgm could come at cost of quantity, as the thresholds may hinder
does not make use of the contacts map, but randomly choos%ﬁ;mia”y successful cooperation among vehicles.
downloader car as the destination of the data: we thus employrpe (p.t)-Constrained carriers selection algorithm adds
it as a benchmark for the other schemes. The pseudocodetfigie constraints to the probability constraints of the p-
potential and carriers list updating is outlined in Fig. il Constrained scheme. It introduces a distributed database
Prin is set to0, so that cooperative download is attempteghaintained for each active downloader vehicley APs in a
even in presence of a single local carrier. same area, controlling what portions @6 time are assigned
The p-Driven carriers selection algorithm is a probabilityto which specific carrier§. As shown in the pseudocode
driven version of the Blind algorithm above. It again tries tin Fig. 9, the (p,t)-Constrained algorithm processes local
exploit as much as possible the APs wireless resourcedyibut t
time cooperative download destinations are selected dicpr ~ °We recognize that maintaining such database can pose synzétion and

to the delivery potential obtained from the contacts map consistency issues, whose management is out of the scopés qfaper. We
" however stress that we do not require frequent updates brdagsistency in

ta, Since the update periodicity is in the order of seconds amursin the
“Note thatp can be> 1, to counter uncertainties in probability estimatesdatabase are overshadowed by inaccuracy in the contactagisin.
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set Prmaz €qual to Py, g
for each on-going local production phase p%b do
if p’, is marked as processed do
continue
done
getkey k(pj,, p,)
if a contacts map entry for such key exists do
get relative value {nopps, Ncons, tdel, taur
n
§et Pb equal to ﬁp’;ﬁ
if pp is equal to or greater than py, 4, do
set p equal to production phase p” b
set v equal to production phase pip, vehicle b
set Pmaz €qual to pp
done
done
done
if Pmag isequal to P;,4 do
mark all unmarked local production phases as processed
else
get key k(p, ply,)
get relative value {nopps; Nconss tdels taur f
for eachtime step ¢ € || X80t der | | Kot tae raur |] o

if Pmas is lower than or equal to Py, — t4(t) do
add p,.q. to delivery potential p
add v to carriers list ¢4,
set ﬁa(t) equal to min {tq(t) + Pmawx, Pmin }
continue
done
done
mark local production phase p as processed
if ]p’jm is equal to or greater than P, ;,, do
mark all unmarked local production phases as processed
done
done

Fig. 9. (p,t)-Constrained pseudocode fof; , €%, update

destination. We introduce three chunk scheduling schehags t
embody increasing levels of redundancy, presented next.
Global chunk scheduling assumes that APs maintain per-
vehicle distributed chunk databases, similar to the time
databases, introduced before. These databases store informa-
tion on which chunks have already been scheduled for either
direct or carry&forward delivery to each downloader veeicl
The Global scheme then completely distributes the chunk
scheduling among APs, since it forces an AP to pick a
new, unscheduled chunk every time it performs a direct or
carry&forward transfer. In other words, each chunk is sehed
uled for transfer just once in the entire network. We stress
that, even then, multiple carriers can be given the samelghun
as carriers selection algorithms can (and usually do) ifjent
more than one vehicle for a single carry&forward transfer.
Hybrid chunk scheduling does not require the aforemen-
tioned per-vehicle chunk database, as it forces non-queirig
scheduling (i.e., it always selects a new, unscheduledijhun
only in case of direct transfers. Since direct transfersuocc
during contacts between APs and the downloader vehicle, the
chunk scheduling history can be easily maintained at vesijcl
and communicated to the current AP at the beginning of the
local production phase. On the other hand, carry&forward
transfers can overlap. In fact, in case of a data transfer to
carriers, an AP picks the first chunk not already received by

vehiclesh in decreasing order of contact probability with thdhe selected downloader car and thiatas not yet scheduled,
downloader car, skipping those with probability lower thanignoring the carry&forward scheduling at other APs. The
P;na (lines 02 to 16 in Fig. 9). Every time the unprocessedlybrid scheme is implicitly more redundant that the Global

local vehicle with maximum contact probability,, .. is

one, as different APs independently assign carriers fonzsa

processed, the algorithm exploits information on the ayeraChunk.

time to contact 4;.;) and contact durationt,,.) to predict

Local chunk scheduling is similar to the Hybrid scheme, but

the time interval during which the local vehicle will meegeth it also allows overlapping between direct and carry&forvar

downloader cam. Then, it discretizes time with stefy, and

transfers. This means that an AP can employ a direct transfer

tries to fit the estimated contact probability,... in one of {0 @ downloader car to fill gaps in its scheduled chunk list,
the time steps within the aforementioned time intervale@in ©'» in other words, the AP can transfer chunks already sched-

20 to 30 in Fig. 9).

quired delivery potentialP .

uled for carry&forward delivery, but not yet received. Lbca

The process is terminated when either the minimum récheduling is thus the most redundant among the schemes
has been reached (lineg W€ Propose, trading some cooperative download potential fo

to 33 in Fig. 9), or no more local vehicles are available (line§'créased reliability in data delivery.

17 to 19 in Fig. 9). In the second case, the delivery potential

V. PERFORMANCE EVALUATION

constraint is not fulfilled, a#,,.;,, is higher than zero, and thus ) ) ) )
no carriers can be selected for the current production phas&Ve conducted an extensive simulative evaluation of the
Pk, (see line20 in Fig. 5).

The (p,t)-Constrained algorithm therefore employs infarm
tion about contact times to improve the delivery precisien,
ducing the data carriers involved in the cooperative doathlo

IV. CHUNK SCHEDULING

cooperative download framework outlined in the previous se
tions, considering large-scale scenarios with realistiticular
mobility over real-world road topologies. In the followinge
first present the simulation scenarios and network settanys
then discuss the results of the performance analysis.

A. Scenarios and settings

Upon selection of a carry&forward destination and its To assess the performance of the cooperative download

associated local carriers, an AP must decide on which portisolutions presented in the previous sections, we seleetd r
of the data the downloader is interested in are to be traedfeworld road topologies from the area of Zurich, Switzerland.
to the carriers.

We assume that each content is divided intmnks i.e.,

This choice was mainly driven by the availability of large-
scale microscopic-level traces of the vehicular mobilitgiich

small portions of data that can be transfered as a singl&kblaegion, generated at the Computer Science Department of ETH
from the AP to the carriers, and then from the latter to théurich [7].
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Fig. 10. The four road topology scenarios considered in tuolys representing urban, suburban, and rural areas inah@rm of Zurich, Switzerland

The simulation techniques and mobility models employed _ 15 == \Viddle 1o
to generate the traces allow to reproduce vehicular movemen é* 12 Ao on|{ 0.8 8
over very large road topologies, yet with a good degree of 5 o6
precision. The traces replicate macroscopic patterns aif re i? §
world vehicular traffic flows, made up of thousand of cars, as & 06 04 %
well as microscopic behaviors of individual drivers in unba § 0.3 . 02 S
environments, such as pauses at intersections that depeads r 0.0 B | 0.0

Aggregate Direct Cooperative  Undelivered

11. Download rates and undelivered chunks ratios fieréint road-

realism is important in our study, since, on the one hand, deployments. averaged over all Scenarios

exploit large-scale properties of urban vehicular mopilit
designing the cooperative download system, and, on the,othe The metrics we are interested in evaluating are:
realistic small-scale mobility is required to reproducéicte- « the aggregate download rafd.e., the average file trans-
to-vehicle and vehicle-to-AP networking interactions. fer speed experienced by downloader vehicles traveling
We focused on four scenarios, representing urban, suburban through the scenario. Such rate is the sum direct rate,
and rural areas within and nearby the city of Zurich. All the  due to data downloaded from APs, andamperativerate,
areas considered cover surfaces between 15 and 20 & due to carry&forward transfers. We underline that, during
frame several tens of kilometers of major roads. The road both production and forward phases, we assumed a net
topology graphs are shown in Fig. 10, where we also marked data transmission rate over the wireless channel equal to 5
with red dots the edges selected for APs deployment by the Mbps for a transmission range of 100 m, values consistent
crossing volume-based strategy described in Sec. Il, fer th  with the outcome of real-world experiments [8]. The
case whenV = 6. maximum download rate achievable by a vehicular user
The elevate number of vehicles, reaching several thousands is thus 5 Mbps and corresponds to the case of a car
of units in some of the scenarios, coupled with the compfexit  continuously receiving data during its whole trip through
of the framework, prevented us from using a traditional the simulation scenario;
network simulator, such ass-2 Instead, we developed a . the undelivered chunk ratioi.e., the average ratio of
dedicated simulator, which employs the realistic mobility  chunks that are not delivered to a downloader vehicle,
extracted from the Zurich traces, models a random access computed over all those scheduled for that vehicle.
channel contention, and implements all the schemes deskcrib
before, but replaces the packet-level simulation with aemoP: Results
scalable chunk-level one and avoids reproducing the eeltail As a very first step, we assess the impact of small-scale
behavior of the entire network stack. deployment of APs, by testing different road-level APs plac
The system parameters were set for all simulation&te ments under the default settings outlined before: the roads
5s, 0a = 45°, 6v = 52, T' = 5008, IP,,ip, = 2.5, Pyg = 0.5, Where APs are placed are thus those selected by the crossing
T = 1s, while ten downloader cars are on average presentvaume technique, but the exact position of the APs over them
the same time over the road topology. Also, in the followingaries according to three reference policies. More prégise
and where not stated otherwise, we assume a crossing voluthe-middle strategy places the AP equidistant from the inter-
based APs deployment, a number of ARs = 6, a (p,t)- sections that end the road segment, ifersectionstrategy
Constrained carriers selection, and a Global chunk scheguldeploys the AP at the most crowded of such intersections,
as the default simulation settings. while the random strategy picks a random location over
For each simulation we performed one run to train th#e road segment. In fact, Fig. 11 shows that the relevance
framework (i.e., gather data for AP deployment and buildf road-level deployment is minimal, as the three schemes
contacts maps at APs), and ten runs to collect statistiash Eachieve almost identical download rate and undeliveredikhu
run was around three hours long in simulation time, featurimatio. The only notable difference is in that the intersacti
various vehicular density conditions over such a time span. strategy favors direct downloads and penalizes cooperativ
all results we measured 99% confidence intervals, repogedases: indeed, crossroads are characterized by high denstti
error bars in the plots. slow vehicles [9], and placing APs there favors AP-to-vihic

capacity and congestion. This macro- and micro—mobili\%
e
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Fig. 14 provides a more comprehensive evaluation of the
transfers. At the same time, however, it deprives vehiclégoperative download framework we defined, whose per-
of transfer opportunities, since intersections also regme formance, under different carriers scheduling strategaes
network clustering points where car-to-car contacts occhgnchmarked against those of direct-download-only system
frequently [9], thus reducing the cooperative download.ratvhere APs are deployed according to both the random and
In the remainder of the paper, we will consider APs to b&e density-based policies introduced above.
deployed at the intermediate point of road segments, as this'he first observation is that cooperative download works.
appears to bring an advantage over the other solutions rfthe top plot of Fig. 14, we can observe that opportunistic
minimal, in terms of aggregate rate. collaborations among vehicles increase the average daanlo

Secondly, we evaluate the performance of the crossifigfe achieved by means of AP-to-vehicle transfers of around
volume-based APs deployment, by introducing two benchmakR0% in the worst case (i.e., comparing the cooperativg-(p,t
strategies: aandom APs positioning scheme, that casualljconstrained scheme and the direct download under a density-
places APs over the road topology, andlensity-based\Ps based APs deployment), but the gain can in fact reach up to
deployment technique, that distributes APs at the mosfidraf several times such value.
congested crossroads. The crossing volume-based APs/deplo The comparison among different carriers selection satstio
ment strategy proves a clear winner over the two benchmatkows instead that the lower is the targeted delivery petis
techniques, in Fig. 12: no matter the carriers selectioermseh the higher the resulting average download rate. Howevss, le
considered, the crossing volume-based strategy achievescaurate schemes tend to pay a much greater cost in terms
cooperative download rate that is consistently higher thafi scheduled but undelivered chunks, depicted in the lower
that recorded with the other APs deployments, demonstratiplot of Fig. 14, than the advantage they introduce in terms
that knowledge of traffic flows can be exploited to foster thef download rate. With the Blind carriers selection aldurit
potential for cooperation among vehicles. approximately two chunks are never delivered for each that

As a final test on the APs deployment, we vary the numbeggaches its destination. On the contrary, the (p,t)-Cairsd
of APs over the road topology, and observe how this impacisheme is able to deliver 85% circa of the scheduled chunks.
on the average download rate experienced by vehicular.userdf one were only interested in the raw download rate,
In Fig. 13, we can see that both the direct and cooperatméhout any regard for network resources, a blind selection
download rates grow with the number of APs, faster at firsjould be the best choice. However, efficiency in resources
and then slower and slower. Indeed, once enough APs han#ization is often mandatory, and a moderate reduction in
been deployed, all the major vehicular flows are coveréde download rate can be easily traded for much higher
and the potential for cooperation is almost fully exploiteddelivery precision and lower network load. In any case, the
additional APs end up in minor roads, where they scarcelijverse carriers selection schemes provide a whole range of
contribute to both direct and cooperative data transfehss T intermediate solutions to select among.
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comparable with ours, as it (i) considers unidirectionaffic
over highways, while we focus on more challenging urban
environments, and (ii) proposes a solution inspired by peer
to-peer networking, assuming that all on-road vehicles are
active downloaders of the same contents, whereas our work is
more oriented to opportunistic communications. The highwa
scenario is also the only considered by Trullefsal. [11],
while Zhaoet al. [12] examine an urban environment, but
target small-sized upload transfers from vehicles to cstati
gateways. Techniques for Medium Access Control [13] and
network coding [14] in vehicular cooperative download cbul
complement the solutions we outlined in this paper.

As far as APs deployment is concerned, Magtaal. [15]
studied the impact on routing of random APs deployments
in urban road topologies. We proved that such an approach is
inefficient when targeting cooperative download. Solugifor
APs deployment over road topologies have been proposed by
Ding et al. [16], to favor delay-tolerant data exchange among

1 2 3 4 5 6 7 8
Required delivery probability P,

0.0

Fig. 16. Cooperative download rates for different configiare of thelP,,,;,,
andP;,,4 parameters in the (p,t)-Constrained algorithm

vehicles, and Lochest al.[17], for information dissemination
purposes. The diverse goals in these works lead to in differe
approaches and results with respect to those we presented.

VII. CONCLUSIONS

In fact, an even finer resolution is allowed by chunk schedul- e presented a complete study of cooperative download in
ing. The results in Fig. 14 refer to the case in which we empld{fPan vehicular environments, proposing solutions for A&
a Global chunks scheduling, that, as already discusseteis Rloyment, carriers selection and chunk scheduling. We gov
less redundant among the algorithms introduced in Sec. e feasibility of cooperative download and demonstrated t
Therefore, as portrayed in Fig. 15, the failed delivery rafignificant performance improvements it can bring to users.

can be noticeably reduced by replacing it with a Hybrid or
Local scheduling. In particular, a Local scheduling is show
to reduce by more than a half the number of undelivereél]
chunks, in front of a 10-20% reduction in the download rate[?
under the (p,t)-Constrained carriers selection technifids (3
configuration thus provides a x10 reduction in the ratio of[4]
undelivered chunks, with respect to a Blind carriers salact
with Global chunk scheduling. -
As a concluding remark, we briefly discuss the calibra-
tion of carriers scheduling algorithms. The Blind and p-[®
Driven schemes do not need any configuration, while both pg)
Constrained and (p,t)-Constrained rely on the required&hgl
potential I?,,,;,, and the individual contact probabilit;,,,.
Fig. 16 makes it clear how some redundancy is instrumental t8!
combat uncertainty in the contact probability, aB,a,, higher [1q
than one increases the cooperative download rate. However,
too highP,,,;,, risks to hinder favorable cooperation opportusiy
nities with small gain in terms of delivery precision. Sianll, 12]
a IP;,4 higher than zero excludes unreliable carriers from the
process, but &,,, too near to one discards too many local?!
vehicles. The values we employed in the tef$,., = 2.5 [14
andP;,,; = 0.5, are consistent with these considerations.

8l

[15]

VI. RELATED WORK
Cooperative download in vehicular network has been firgts
studied by Nandaret al. [10], who introduced SPAWN, a
protocol for cooperative content retrieval and sharing agno
users aboard vehicles. However, their approach is hardly

[17]
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