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Abstract

Handling mode changes is one of the most complex and important problems for real-time systems designers. The challenge is to move a system from running one set of software to another while still achieving the quality of service guarantees necessary. There has been previous work which concentrated on how to perform scheduling and timing analysis of mode changes. However, a common theme of all this research is that if the system’s schedule and allocation is chosen to minimise the set of differences between modes then the mode transition problem can be performed more easily and quickly. This paper investigates how this can be achieved.

1 Introduction

There are many real-time applications where the set of running tasks changes throughout the lifetime of the application. When a system moves from one set of tasks to another, it undergoes a mode change. There are typically two incentives for doing this: a change in the mode of operation of the system or to adapt to a change of environment. Examples of a change in mode of operation is a flight control system which has different modes for take-off, in-flight cruising and landing [3, 11]. Other general operational modes can be identified including: initialisation, maintenance, low power, fault recovery and emergency [11].

Given requirements for two different modes, one of four things can happen to a task when the system moves from the first mode to the second: it continues running as before, it stops running, it starts running or it continues running but with a change to its attributes (period, deadline, etc). It is also possible for messages to be removed from or introduced into the system. This could be as a result of tasks stopping and starting, or a task may begin to send messages when a mode change occurs. A change to the attributes of a task may come from a task being required to read data from a sensor more quickly [12].

Systems can handle mode changes in different ways. Some may wait until there is sufficient idle time to perform the mode change [15] without loss of service. Others may have to give a reduced level of service or even temporarily stop operating so that a mode change can take place.

On occasion, it is necessary to migrate a task to another part of the system when a mode change occurs. There is a considerable overhead to task migration, usually associated with transferring a large amount of state information [6]. Depending on the architecture, code has to be migrated or must be present on all nodes on which the task will run. Mode changes should be prompt as tasks running in the new mode may be required to complete before a deadline following the mode change request [11].

There are also benefits in reducing the number of priority changes between modes. Ideally, each task will have a single unique priority. Otherwise, during a mode change, more priority levels may be needed to maintain the required priority ordering before during and after the mode change.

The focus of this work is to configure tasks and messages within a system in such a way that task migrations and priority changes are minimised between mode changes. Whether a migration or priority change is required is based on analysis of the schedulability of tasks and messages before and after the mode change.

The two following small examples will further motivate and explain the aims of this work. To maintain simplicity of the example, task attributes will be reduced to just the utilisation of the task and it will be assumed that the tasks on a processor may be scheduled if the total task utilisation for that processor is less than 100%. More detailed analysis will be used in later examples presented in the evaluation.

Table 1 shows the percentage utilisation requirements of four tasks in two modes. In the transition from mode 1 to mode 2, task A requires an increase in utilisation (e.g. from an increase in frequency or execution time) and task D stops running. The platform on which these tasks must run has

<table>
<thead>
<tr>
<th>Task</th>
<th>Mode 1 Utilisation</th>
<th>Mode 2 Allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>60</td>
<td>Allocation Unchanged</td>
</tr>
<tr>
<td>B</td>
<td>40</td>
<td>P1</td>
</tr>
<tr>
<td>C</td>
<td>50</td>
<td>P2</td>
</tr>
<tr>
<td>D</td>
<td>50</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1. Example 1
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two processors, P1 and P2 available. Assuming homogeneity of processors, so that processor labels can be swapped without loss of generality, there is only a single possible allocation for mode 1 that will allow all tasks to be scheduled. Task A cannot be allocated to the same processor as tasks C or D as this would require over 100% utilisation of the processor. This results in task A being paired with task B in mode 1. When the transition is made to mode 2, task B can no longer run alongside task A and must migrate to the other processor where capacity has become available after task D terminated.

There are two ways in which the tasks may be allocated to be schedulable in mode 2. Either, as shown in table 1, with A on P1 and B and C on P2 or with A on P2 and B and C on P1. Note that when selecting an allocation for the second mode, the processors may no longer be considered homogeneous since the number of migrations must be measured relative to the allocation chosen for mode 1. These two possible solutions for mode 2 require 1 migration and 2 migrations respectively with the former being identified in the right hand column of table 1.

A slightly modified version of the first example is shown in table 2. In this example, all tasks have a utilisation of 50% in mode 1. This means that there are three possible ways of grouping the tasks in the allocation of mode 1 so that they all can be scheduled. Two of these possible solutions are shown in table 3.

If allocation X is selected then at least one migration is required for the tasks to also be schedulable in mode 2. However, if allocation Y is selected then it is possible to move from mode 1 to mode 2 with no task migrations. This illustrates the fact that, when selecting an allocation for a particular mode, information regarding transitions to other possible mode transitions is required to achieve minimal task migration. Note that there is only a single valid task grouping for mode 2. If the allocation for mode 2 had been selected first, then this would have lead more naturally to using allocation Y as a solution for both modes.

The structure of this paper is as follows. Section 2 describes our model of the task allocation problem. Section 3 describes previous work on mode changes and task allocation. Section 4 covers how simulated annealing can be applied to this problem. Section 5 describes three possible solution methods for minimising changes between mode transitions and each of these methods is evaluated in sections 6 and 7 for two modes and then systems with a larger number of modes. Finally, conclusions are drawn in section 8.

2 Task allocation problem

The basic task allocation problem is to find an allocation of tasks to processors so that all tasks can be scheduled. Depending on the analysis used for testing schedulability, this can also involve discovering suitable task attributes such as priorities. For systems where tasks must communicate with messages, an allocation of message to networks must also be found along with suitable message attributes.

2.1 Software architecture

The model used for the software architecture is as follows. Each task or message has a set of timing properties and timing requirements. For a task, these are worst case execution time (WCET), period and deadline. For a message, the timing properties and requirements are worst case communication time (WCCT) derived from the size of the message, period and deadline.

In addition to timing properties, the sending and receiving task must also be specified for each message. Table 4 shows the data associated with each task. The left hand side columns show attributes which are specified in the requirements. The right hand two columns show the allocation and priority which need to be found. The allocations and priorities of all tasks in the system describe the system configuration.

The input requirements for tasks and messages can be used along with its configuration to perform scheduling analysis which will calculate response times for tasks and messages. If all response times are less than or equal to the deadline for the corresponding object, then the timing requirements for the system have been met.

2.2 Hardware architecture

The hardware architecture model is a set of processors connected with bi-directional network links. Each link has
a communication speed and latency which determines how long it takes to send a message over the link. All processing nodes have a link to themselves to allow message passing between tasks on the same processing node. These links will usually have a much higher speed than links between processors so the impact of sending messages between tasks on the same processor is much lower than sending messages between processors. Links may join more than two nodes. Figure 1 shows four processing nodes connected with two network links and an additional four links for intra-processor communication. The example hardware in figure 1 shows it is not necessary for all processors to be directly connected to each other so the availability of networks for message allocation is dependent upon where the sending and receiving tasks are allocated.

3 Related Work

Much work on mode changes has concentrated on how to schedule tasks before, during and after a mode change [12, 15, 13, 8, 11]. This either assumes a uni-processor system or assumes that mode changes are contained within each processor of a distributed system [8].

Task allocation and distributed scheduling are both NP-hard problems [14]. As distributed real-time embedded systems become larger and more complex, creating an allocation manually becomes infeasible. Automatic generation has been tackled with a range of heuristic techniques including branch and bound [10, 9] and simulated annealing [14, 2]. Simulated annealing is chosen here since it can adapt to a dynamically changing cost function. The need for this is demonstrated in section 5. Our system model is more general and realistic than both [14] and [2] in that we don’t assume a fixed time to send messages and allow varying processor - network topologies.

Considering multiple sets of requirements such as multiple modes when selecting a configuration adds significant difficulty to the problem. The rest of this paper is dedicated to describing and evaluating methods by which this may be achieved. The work is an extension of that found in [1], which considered solving task allocation problems in the presence of changing requirements. To our knowledge, there is no previous work which considers allocation problems in relation to minimising the cost of mode changes.

4 Search Method

The solution method chosen makes use of the simulated annealing meta-heuristic search technique [4]. The algorithm makes small adjustments to a potential solution and evaluates each solution for its quality. The quality measurement is given in terms of a cost with the aim being to find the solution which produces the minimal cost value. The algorithm, as applied to the task allocation problem, is described in figure 2. To move from one solution to another, a randomly modified version of the existing solution is chosen by the function \( modf y\_conf i g() \). This function randomly chooses a task or message. The function then performs a randomly selected change. The changes are changing the object’s run-time order (e.g. priority or slot position), or changing the object’s allocation.

The cost function used takes a weighted mean of cost function components. Each component is normalised to return a value between 0 and 1 so that the overall cost value is also in the range \([0, 1]\). The set of components currently being used to find the solution to a single problem are described below. Not all of these are required to solve task allocation problems, but previous work has shown them to be useful heuristics for improving search efficiency and effectiveness. For example, \( s h e d u l a b l e \_o b j e c t \_s e n t i s i t y \) helps improve the search as it distinguishes between two solutions where each has the same number of unschedulable tasks. More details and formulae for calculating these components are given in [1].

- Unreachable tasks - dependent tasks allocated to un-connected processors
- Unschedulable tasks/messages - proportion of tasks/messages which miss their deadline.
Invalid input/output allocations - objects allocated such that they can’t receive/send data as their allocated scheduler is not connected to the scheduler where the incoming/outgoing data resides.

Invalid arrangements - proportion of objects for which scheduling analysis could not be performed. This is usually due to a circular dependency, e.g. the schedule ordering dictating that task B runs before task A where as the precedence order should be task A before B.

Unschedulable system - binary valued function which indicates whether all objects are schedulable.

Schedulable object sensitivity - calculates a value based on how much execution times must increase/decrease for the system to become unschedulable/schedulable.

Load balancing - calculates the variance of utilisation of the processors.

Dependent schedulable object grouping - a metric for measuring whether tasks/messages which are dependent upon each other are allocated to the same processor/network.

Separated dependent tasks - calculates whether tasks which are adjacent to each other in a transaction are allocated to the same processor.

Over utilised schedulers - penalises any allocations where a scheduler is over 100% utilised.

Many of the components are based on results from scheduling analysis. However, the method is independent of the scheduling model. All that is required is that the model can be analysed to produce worst case response times for the schedulable objects. For example, dual priority multiprocessor scheduling with support for aperiodic tasks could be used.

The cost function $f$ is calculated from the scalar product of a vector of the cost function components and a weightings vector.

$$ g = (g_1, \ldots, g_n)^T $$

$$ w = (w_1, \ldots, w_n)^T \text{ where } w_i \in \mathbb{R} \forall i $$

$$ f = \frac{g \cdot w}{\sum_i w_i} $$

4.1 Components To Measure Changes

Since the aim of the methods described in this paper is to minimise migrations and priority changes between modes, cost function components are needed which measure how many changes there are between two configurations. It is assumed the system has a unique mode before and after the change. There are four such cost components which will be described in detail: task allocation changes, message allocation changes, task priority changes and message priority changes. Separate components are defined for tasks and messages so that the importance of minimising change may be weighted differently.

It is assumed that there is a current configuration and a baseline configuration for which the changes between them can be measured. Since these may be for two separate modes, it is possible that not all objects will exist in both configurations. Therefore, change is only measured for objects present in both configurations.

$T, M, P, N$ is the set of tasks, messages, processors and networks in the current configuration respectively. $T', M', P', N'$ are the equivalent sets for the baseline configuration.

The components to measure task allocation changes ($g_{tac}$) and message allocation changes ($g_{mac}$) are as follows:

$$ g_{tac} = \frac{\# \{ i \in (T \cap T') : A_i \neq A'_i \}}{\#(T \cap T')} $$

$$ g_{mac} = \frac{\# \{ i \in (M \cap M') : A_i \neq A'_i \}}{\#(M \cap M')} $$

where $A_i$ is the current allocation of the object and $A'_i$ is the allocation in the baseline configuration.

There are two factors which prevent a priority change metric based on directly comparing priority values of equivalent objects. The assigned priority values may be different between two configurations with very few differences between priority order. For example, two sets of tasks with the same priority order but different numbering schemes should be considered equivalent as one can easily be remapped to the other. Priority comparisons only make sense for objects allocated to the same scheduler. Therefore priority comparisons are only made between objects which are common to a particular scheduler in both configurations. Note that this differs to the formulae given in [1].

The priority difference metric is based on Spearman’s rank correlation coefficient. This requires the two sets of objects for the old and new configurations to be ranked in priority order.

Let $X$ and $Y$ be sets of schedulable objects. For each object $i \in (X \cap Y)$, $R_X(i)$ is the rank of object $i$ in $X$ and $R_Y(i)$ is the rank of the same object in $Y$. The basis of the priority comparison metric is

$$ n = \#(X \cap Y) $$

$$ p(X, Y) = \frac{3}{n(n^2 - 1)} \sum_{i \in (X \cap Y)} (R_X(i) - R_Y(i))^2 $$

For a given scheduler, $s$, let $O(s)$ be the set of objects on that scheduler in the current configuration and $O'(s)$ be the equivalent set in the baseline configuration. The components for task priority changes ($g_{tpc}$) and message priority changes ($g_{mpc}$) are as follows:

$$ g_{tpc} = \frac{\# \{ i \in (O(s) \cap O'(s)) : A_i \neq A'_i \}}{\#(O(s) \cap O'(s))} $$

$$ g_{mpc} = \frac{\# \{ i \in (O(s) \cap O'(s)) : A_i \neq A'_i \}}{\#(O(s) \cap O'(s))} $$

where $A_i$ is the current allocation of the object and $A'_i$ is the allocation in the baseline configuration.
changes \((g_{mpc})\) are

\[
g_{tpc} = \frac{1}{\#(P \cap P')} \sum_{s \in (P \cap P')} p(O(s), O'(s))
\]

\[
g_{mpc} = \frac{1}{\#(N \cap N')} \sum_{s \in (N \cap N')} p(O(s), O'(s))
\]

### 4.2 Component Weightings

When setting weightings for cost components, allocation changes should be weighted more highly than priority changes. Since priority change costs only come into effect when allocations are the same, penalising priority changes too highly will block moves which decrease allocation differences but increase the priority change cost value. Subsequent moves may then be able to decrease the priority ordering differences.

For our work allocation changes are weighted in a ratio of 3 to 1 compared to priority changes. The task and message schedulability tests are weighted twice as highly as the penalties for allocation changes.

### 5 Solution Methods

In the absence of previous approaches to minimising changes in mode transitions, three approaches to the problem have been identified for consideration. All make use of the simulated annealing algorithm previously described. Following the descriptions of all three methods, more detailed analysis of each one is given.

Each of the methods will be described in terms of changing from mode \(M_1\) to mode \(M_2\). Extensions of the methods to cope with systems with more than two modes will be considered later in section 7.

**Sequential Method.** The sequential method finds a solution for \(M_1\) without any consideration for \(M_2\). It then tries to find a solution for \(M_2\) using the solution found for \(M_1\) as a starting point and in addition to finding a valid schedulable solution for \(M_2\), attempts to minimise the number of changes between the solutions.

**Simultaneous Method.** The simultaneous method attempts to simultaneously find a solution for both modes. The design space is over the configurations of all tasks and messages in both systems. This forms a so-called super-configuration for both systems. Tasks or messages which are in both systems are therefore configured identically. If a suitable super-configuration can be found that meets requirements for both modes then a suitable configuration for each mode can be extracted which have zero changes according to the metrics defined in equations (4), (5), (8), (9).

If the super-configuration is only valid for a single mode, say \(M_1\), then the same second step as the sequential method can be applied to generate a configuration for \(M_2\). It is possible to weight the search in favour of finding a feasible solution for one of the modes when searching for the super-configuration.

**Parallel Method.** The third method, like the simultaneous method, tries to find a configuration for both modes at the same time. However, a separate configuration for each mode is maintained in separate searches. In order for the differences between the two configuration to be minimised each search periodically writes its current best solution and reads the current best solution of the other mode. Each search tries to find a valid solution for its mode while trying to minimise differences from the current best found for the alternate mode. Every time either search finds a new best solution, the baseline configuration for comparison of the other search changes. Whilst the changing of the current best in one search does not change the current best solution in the other, it does change the cost recorded against it. Therefore it may soon become worse that other solutions found which are more similar to that of the other search, hence causing the two solutions to converge.

The dynamically changing landscape for the quality of solutions are a particular feature of this method that make it appropriate for a meta-heuristic search which is able to revisit solutions which may have once been rejected. If such solutions had been bounded in a standard branch and bound style algorithm, this would not be possible.

If there are differences between the solutions found after both searches complete, then a second step can also be run for the parallel method. For example, the solution found for \(M_1\) can be used as a starting point to find a solution for \(M_2\). It is possible that this may produce a solution for \(M_2\) with fewer differences than that found by the search for \(M_2\). The benefit gained from running this second step is likely to depend on how long the first parallel search is run for.

Each of these methods will now be analysed in more detail using small examples which can be analysed manually.

### 5.1 Sequential Method

The earlier examples and their solutions shown in tables 1, 2 and 3 show that the success of this method may depend on the order in which the configurations are generated. For the example in table 1, both modes only have a single possible grouping under which all all objects are schedulable. In this case, the method would be expected to achieve the optimal result of a single allocation change regardless of whether mode 1 or mode 2 is generated first. However, in the example shown in table 2, mode 1 has multiple solutions under which all objects are schedulable. If allocation X for mode 1 from table 3 was generated then it would be impossible to achieve the optimal solution in the second step. Disregarding other discriminating factors for choosing between solutions in mode 1, the method would only achieve the optimal result on occasions where the randomness in the search algorithm chose allocation Y. This indicates that
benefit can be gained from generating a number of initial solutions if this method is used. If mode 2 was generated first, then as in the first example, there is only a single possible feasible grouping. When mode 1 is generated using this solution from mode 2 as a baseline, it would be expected that the method would obtain the optimal result on every occasion.

These observations imply that, when using this method, initial solutions should be generated for both modes in the first step with the second step attempting to minimise the changes in the transition to the alternative mode. Since the quality of the achievable final solution is dependent upon the solution used for the baseline, it is likely to be beneficial to generate multiple baselines for both modes and then attempt to move to the alternate mode. The sequence of modes which is likely to obtain the best solution is that of handling the mode with fewer feasible solutions within the design space first. In general, there is no way to know which mode this is and hence all sequences must be tried. There may be situations where this can be estimated. For example, if two modes are of similar size in terms of tasks and messages but one has significantly higher utilisation.

### 5.2 Simultaneous Method

The first step of this method is to produce a super-configuration which contains configuration details for all tasks and messages in both modes.

The cost function $f$, previously described in equation (3) is replaced with the following:

$$ F = \frac{W_1 f(\mu_1) + \cdots + W_N f(\mu_N)}{\sum_{i=1}^{N} W_i} $$

where $N$ is the number of modes, $\mu_i$ represents the requirements of mode $i$ with the super configuration applied. The weightings $W_1, \ldots, W_N$ can be used to weight the importance of each mode.

To begin analysing this method, weightings for the modes will be assumed to be the same. It is simple to see that this method should always successfully solve the problem in table 2 since there exists a single configuration for both modes 1 and 2 for which all tasks are schedulable.

Less clear is the fact that it will also successfully find an optimal solution to the problem given in table 1. There is no single configuration that can schedule both modes so the search should find a solution which minimises the number of unschedulable tasks over both modes. The search may conceivably produce one of two solutions. If it chooses to schedule all tasks under mode 1, then only task B will be unschedulable in mode 2. Alternatively, it may configure tasks A, B and C to be schedulable in mode 2. With this configuration, these tasks will also be schedulable in mode 1, leaving only D unschedulable in mode 1 wherever it is allocated. The super-configuration can then be used as a baseline for the mode which it does not solve to work from.

If either of the two solutions are found, a feasible solution can be found for the other mode with a single allocation change.

The task sets in table 5 give an example where this method may be less successful. There is no single configuration where both modes can be scheduled.

A solution is given, called allocation W, in table 6 which shows how the modes can be scheduled with a single task migration. However, if any of the mode 2 allocations in table 6 are taken and applied to mode 1 all of tasks A, B, C and D will be schedulable leaving a single unschedulable task, E. If other differentiating metrics such as sensitivity analysis or load balancing are ignored then any of the mode 2 allocations from X, Y and Z will be considered equivalent to W but do not allow a transition to mode 1 with only a single migration. There is only a single schedulable configuration for mode 1. On some occasions the search will output this configuration, which when applied to mode 2, also leaves only a single task, B, unschedulable. If this is the case then the second step of the method should be able to find the mode 2 allocation in allocation W which requires only a single migration. This indicates that for example 3, it would be better to concentrate on producing a schedulable solution for mode 1 rather than mode 2 in the initial step. If the weighting for mode 1 is higher than for mode 2 then unschedulable tasks in mode 1 will be penalised more heavily than in mode 2 and the method should always produce an initial configuration which allows transition to mode 2 with minimal changes.

Therefore, in the general case it is necessary to run the initial step to find the super-configuration multiple times with each mode weighted higher on different runs. This should produce a schedulable solution to the highly

<table>
<thead>
<tr>
<th>Task</th>
<th>Utilisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>60</td>
</tr>
<tr>
<td>B</td>
<td>40</td>
</tr>
<tr>
<td>C</td>
<td>80</td>
</tr>
<tr>
<td>D</td>
<td>60</td>
</tr>
<tr>
<td>E</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 5. Example 3

<table>
<thead>
<tr>
<th>Allocation W</th>
<th>Allocation X</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td>D</td>
<td>E</td>
</tr>
</tbody>
</table>

Table 6. Solutions to example 3
weighted mode so the second step finds a configuration for the lower weighted mode. However, by considering both modes in the initial step, the initial configurations produced should allow transitions to take place with fewer changes than the sequential method. Note that the sequential method is a specific case of this method where the lower weighted mode is given a weighting of 0.

In terms of processing required, this method is more expensive than the first. When no single super-configuration can solve both modes, the search must be run several times with each mode weighted highest. This is the same number of searches as the first method, but in the second method a cost function evaluation must be performed on each mode rather than just a single one as in the sequential method.

5.3 Parallel Method

The final method searches for independent solutions to both modes while exchanging information so that the solutions converge. This method should find solutions which minimise the number of migrations for all of the previous 3 small examples. For example, if the search for a solution to mode 2 initially picks a configuration which does not allow the transition from mode 1 with a single migration, it will subsequently be pulled towards the correct solution, once the search for a mode 1 solution has found the only feasible solution.

In the general case, with limited time to find the initial configuration, the number of differences indicated between the two best solutions may in fact be pessimistic and could quickly be reduced with the use of a second step. This can easily be seen by considering the example of finding configurations for two identical modes. If run for a limited amount of time, each search may find a valid solution which differs from the other. However, with the knowledge that both modes are the same, either of the configurations produced is valid for the other mode with no changes. Therefore, the number of differences reported when both of the parallel searches terminate is an upper bound on the number of changes required. A second step should be taken where each of the configurations produced is used as a baseline to find a configuration for the other mode. However, a benefit of this method is that if it is run for sufficient time, it is expected that it will find a good solution without a need for subsequent searches to be run.

A benefit of this method is that the weightings between task / message and allocation / priority changes are considered in the first step. This allows, for example, initial configurations to be produced which are tuned to preferring the minimisation of message changes to task changes. The previous methods can only do this in the second step and this may not be compatible with the baseline that has been produced in the first step.

6 Two Mode Evaluations

All the discussions so far are abstract of particular scheduling and timing analysis. For the purposes of the evaluation, the scheduling approach assumed is fixed priority scheduling and the analysis is performed using the dynamic offset approach described in [7]. The method could potentially be adapted to other scheduling schemes, such as EDF.

A range of examples were taken to evaluate the different approaches. In the first stage of the evaluation, small examples are used to build an understanding of the methods when applied to a simple two mode system. Then, an investigation is performed of the effectiveness and scalability of the methods for more complex examples.

6.1 Simple Two Mode Systems

Experiment with the three small examples described earlier were used to confirm that the behaviour of each method was in accordance with the analysis. To achieve the correct utilisation, all tasks were given a period of 100 and a worst case execution time equal to that of the appropriate utilisation values in tables 1, 2 and 5.

For the sequential method, 10 baselines were produced for each example, 5 for each mode considered. For each baseline, a subsequent search was performed to produce the mode transition to the other mode, attempting to minimise changes in allocation. For example 1, the optimal solution of a single change was found in all 10 cases. For example 2, the optimal solution was found in all but one case. As expected, this occurred when mode 1 was used to produce the baseline. The fact that the non-optimal solution only occurred once was better than predicted in the analysis. For example 3, the optimal solution was found in all cases. Again, this is better than expected. This is due to the fact that other aspects of the cost function such as the sensitivity metric are intended to increase flexibility in the solution and seem to coincide with finding a baseline solution which allows minimal change.

The simultaneous method also produced 10 baselines for each example. In this case 5 were produced with one mode weighted higher and 5 with the other. The more highly weighted mode was weighted 3 times higher than the lower. For example 1, optimal results were achieved every time when mode 1 was weighted higher and never when mode 2 was given preference. An optimal solution of no changes was achieved for every baseline in example 2. The results for example 3 were as for mode 1, with optimal results only being achieved when mode 1 was given the higher weighting.

The parallel method does not have a preference between modes in its initial search. Therefore, the experiment was conducted 10 times for each example. The optimal solution
was found in all cases. No second step was required for the parallel method for these small examples.

### 6.2 Larger Two Mode Systems

Two further two mode examples were considered. The first one, labelled as *Dep5* in table 7 contained messages and hence task dependencies. The hardware platform contained 4 processors, split into two clusters of two processors so communication was possible between clusters.

The same experimental was followed as in the previous examples. For the sequential method, from the 10 trials run, the best solution found achieved the following values for the change metrics: 0.04167, 0.04375, 0.00000, 0.04040 from equations (4), (5), (8) and (9) respectively. Simply summing these values gives a change score of 0.12582. The average total change score was 0.6815 showing that many runs of the sequential method were not near the best score.

The simultaneous method was the best performing method for this example. It found a solution with no changes at all on 9 of the 10 trials. On the other trial, it actually failed to find a feasible solution for the highest weighted mode within the limited number of moves allowed. It is more difficult for this method to find a schedulable solution for the higher weighted mode than for the sequential method in the same amount of time. This is because it is trying to solve more than one problem at a time.

The parallel method found the optimal solution of no changes on 3 of the 10 trials. The average change score was 0.10433, showing it to be better and more consistent than the first method.

These results show the simultaneous method’s strength in being able to find the optimal solution when it is possible to find a single super-configuration for both modes. The parallel method always found a schedulable solution and was much better at minimising changes compared to the first method. It did not find the optimal solution as reliably as the simultaneous method.

The second example, labelled *Pedro* in table 7, was taken from an example given in [8]. This example was designed for mode changes taking place within processors only. Therefore, it was known that this example could be solved with no allocation changes. There are also no dependencies in the example which means that optimal priority orderings can be found using deadline monotonic priority ordering [5]. Using deadline monotonic priority ordering for each mode achieves a priority change measurement of 0.326308. All methods were able to obtain solutions with 0 allocation changes and fewer priority changes than this.

The sequential method found a solution with no allocation changes in 3 of 10 trials. Of these the best priority change score was 0.207173. The average total change score, including trials which used allocation changes, was 0.2768.

The simultaneous method failed to find a schedulable solution in the first step for all occasions when mode 2 was weighted more highly. It found solutions with no allocation changes for 4 of the remaining 5 trials. Of these, the smallest priority change measurement was 0.175291. The average total change score for the successful trials was 0.2214.

The parallel method failed to find a schedulable solution for one of the modes on two occasions. For the successful solutions, 6 of the 8 cases found configurations with no allocation changes. The smallest priority change score was 0.131818. The average total change score for the successful trials was 0.1949.

### 6.3 Computation and Time

The number of search moves used and time required varies between problems. The major factors in how much time it takes to find a solution are the length of each cost function evaluation and the number of moves required. The former depends on the complexity of the task attributes and the size of the problem. A large number of factors affect the latter including the task utilisation, size of problem, topology of hardware platform, etc. A timed trial was run on the *Dep5* example for a million search moves which is easily sufficient to solve a problem of its complexity. The trial was run on an AMD Athlon 64 Dual Core 4400+ and took 15 minutes to complete.

The generation of baselines for both the sequential and parallel methods were able to take advantage of the dual core processor and so could find both baselines in 15 minutes. At this stage the parallel method has also attempted to minimise change. However, the sequential method is likely to find a feasible solution in fewer than one million moves.

For the simultaneous method, each baseline takes twice as much computation time since at each search step both modes are evaluated. This was tested and did indeed take 30 minutes. It is accepted that the software could be redesigned to run the cost function evaluation for each system in a separate thread. On a dual core processor this would take approximately 15 minutes (ignoring overheads) but only one baseline would have been produced. This makes the simultaneous method the most expensive unless it finds a zero change solution in its first run.

### 7 Extensions to several modes

Most multi-moded systems have more than two modes. For these methods to be more widely applicable, their suitability for systems with more than two modes must be considered and evaluated.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Tasks</th>
<th>Messages</th>
<th>Avg Utilisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dep5</td>
<td>23</td>
<td>22</td>
<td>72.5</td>
</tr>
<tr>
<td>Dep5</td>
<td>24</td>
<td>25</td>
<td>66.56</td>
</tr>
<tr>
<td>Pedro1</td>
<td>35</td>
<td>0</td>
<td>64.24</td>
</tr>
<tr>
<td>Pedro2</td>
<td>35</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. 2 mode example task sets
A system with $N$ modes has $N(N - 1)/2$ distinct pairs of modes. Therefore, the number of mode transitions that must be dealt with increases quadratically with the number of modes. In most systems, only a subset of these transitions will take place.

To extend the first method, sequences of modes must be considered. A mode is chosen from which to create a baseline. The configuration for the next mode in the sequence is then generated by minimising differences from this baseline. Subsequent solutions use existing configurations as baselines for modes from which a transition might take place. Since the quality of the solution has been shown to be dependent upon the chosen sequence of modes, ideally all $N!$ sequences should be attempted. This soon becomes infeasible for moderately complex systems where each search may take significant time. When combined with other deficiencies in the sequential method, it does not seem suitable for handling systems with several modes.

The simultaneous method has similar problems to the sequential one in that it is necessary to select a mode to prioritise and then use this as a baseline to move to other modes. The method is again dependent upon the sequence in which modes are given the highest weighting. Each search in the sequence requires $N$ times more computation power than that of the sequential method.

Where this method has been shown to be successful is in the specific case where there exists a single configuration which is feasible for all modes. When this situation exists, it can be found by weighting all modes equally and this method is more reliable at generating this optimal solution than either of the other two methods. Therefore, it is recommended that this method be used first to see if it can find such a solution.

The parallel method has the advantage that it can attempt to minimise all transitions at the same time without having to consider a sequence of modes. It was stated earlier that this method can benefit from using each of the configurations created from the parallel search as a baselines and performing a sequence of searches to find configurations for other modes. With an $N$ mode system, this once again becomes infeasible.

The initial parallel search finds solutions which are both feasible for all modes and minimises changes. Our aim is to show that sufficiently high quality solutions can be found using a single parallel search. The number of searches running increases linearly with the number of modes. However, it is possible that each search will need to be run for more iterations as the number of modes and problem size increase.

### 3 Mode Example

The first multi-mode experiment used 3 randomly generated modes. Each mode was created by taking a random delta from an original randomly generated system. The delta involved exchanging approximately 20% of the tasks for new tasks and increasing task execution times between 10% and 50%. Messages could also be added. The numbers of tasks and messages in each mode is outlined in Table 8. The hardware platform had 5 processors and the task attributes resulted in an average processor utilisation of 78%.

The first stage of the evaluation was to apply the simultaneous method to attempt to discover a single configuration for all modes. All modes were given equal weighting. The configuration produced was not a valid solution for mode $M_2$ but was for $M_1$ and $M_3$. This means it is possible to transition between modes $M_1$ and $M_3$ with no changes. However, whether this configuration is useful, will depend on the transitions required and other modes in the system.

Three experiments were conducted, each of which assumed different mode transitions were required by the system. The first, Exp 1, allowed any mode to move to any other mode. The second experiment, Exp 2 tried to reduce the size of changes for the sequence $M_1 \leftrightarrow M_2 \leftrightarrow M_3$. The final experiment, Exp 3 looked at the sequence $M_2 \leftrightarrow M_3 \leftrightarrow M_1$. All experiments used the parallel method running all 3 searches together. The experiments differed in the information exchanged between the parallel searches. For a particular mode, the solution only tried to converge towards those for modes which were relevant for the required mode transitions. The results of the experiments are given in Table 9. Each value is the sum of the task and message allocation change metrics and so has a maximum value of 2. To get an estimate of a lower bound, test were performed where only the two modes in the transition were considered. These values are in the row labelled Low. For this particular case, all pairs could be handled with no changes. A solution for each mode was also found completely independently of other modes. The differences between mode configurations based on these solutions are in the row labelled High. The Low and High values can be used to judge the quality of solutions found in the experiments.

The experiments performed reasonably as expected with the change for transitions relevant to an experiment being smaller than the irrelevant ones. However, it can be seen that the results from the first experiment are actually as good as or better than the values for the other two experiments.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Tasks</th>
<th>Messages</th>
<th>Avg Utilisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td>25</td>
<td>20</td>
<td>65.5%</td>
</tr>
<tr>
<td>$M_2$</td>
<td>29</td>
<td>23</td>
<td>70.5</td>
</tr>
<tr>
<td>$M_3$</td>
<td>28</td>
<td>17</td>
<td>71.7</td>
</tr>
</tbody>
</table>

**Table 8. 3 mode example**

<table>
<thead>
<tr>
<th>Mode</th>
<th>Tasks</th>
<th>Messages</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1 \leftrightarrow M_2$</td>
<td>0.0625</td>
<td>0.0667</td>
<td>0.0129</td>
</tr>
<tr>
<td>$M_1 \leftrightarrow M_3$</td>
<td>0.0625</td>
<td>0.0667</td>
<td>0.1429</td>
</tr>
<tr>
<td>$M_2 \leftrightarrow M_3$</td>
<td>0.1294</td>
<td>0.1429</td>
<td></td>
</tr>
</tbody>
</table>

**Table 9. 3 mode transition costs**
optimal solutions in a reasonable amount of time. It scales better than the other methods as the number of modes increases.
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