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Abstract

This paper presents a novel approach to timing analysis of complex real-time systems containing data-driven tasks with intricate execution dependencies. Using a system model inspired by industrial control systems, we show how the execution time of tasks can be represented as a mathematical expression instead of a single numeric value. Next, based on this more detailed modeling, we introduce a concrete process of formally obtaining the exact value of both Worst-Case Execution-Time (WCET) and Worst-Case Response-Time (WCRT) of tasks by using upper-part binary search and TIMES (a timed model checker). Finally, in order to show the potential of the proposed approach, we apply it to a model created from a real robotic control system for which the traditional way of obtaining a WCET estimate (through static WCET analysis) on tasks for usage in basic RTA is not appropriate. Our results indicate a significant reduction of pessimism when compared to basic RTA using WCET estimates on tasks given by a basic assumption.

1 Introduction

To date, most existing embedded real-time software systems have been developed in a traditional code-oriented manner, i.e., making extensive use of legacy software. Many such systems are maintained over extended periods of time, sometimes spanning decades, during which the systems become larger and increasingly complex. The result is that these systems are difficult and expensive to maintain and verify. Some existing complex industrial embedded software systems consist of millions of lines of C code. These systems are typically based on periodic tasks, executed on a single processor under Fixed-Priority Preemptive Scheduling (FPPS) and stringent real-time constraints. Examples of such systems include the aircraft engine controller in [1] and the robotic control systems developed by ABB [2]. Contrary to the assumption in most real-time theory, i.e., independent tasks in the analysis model, tasks exhibit strong temporal dependencies, e.g., asynchronous message-passing and globally shared state variables used for dispatching to the control branches that vary task execution time radically.

One desirable approach to avoid timing-related errors in such complex systems is to use schedulability analysis methods, such as Response-Time Analysis (RTA) [3]. Nevertheless, RTA (and most other schedulability analysis techniques), although providing a prediction about timing behavior of task response times in worst-case scenarios, rely on the existence of a fixed Worst-Case Execution-Time (WCET) of the tasks. Correspondingly, the quality of the analysis is directly correlated to the quality of the WCET estimates. Unfortunately, without having detailed runtime information about task execution dependencies, using static WCET analysis to obtain a single numeric WCET estimate on tasks in such complex systems is not feasible. Let us consider the following simplified example in Figure 1, taken from an industrial robotic control system. In this example, a task reads all messages buffered in a message queue and processes them accordingly.

```
1 msg = recvMessage(MyMessageQueue);
2 while (msg != NO_MESSAGE){
3   process_msg(msg);
4   msg = recvMessage(MyMessageQueue);
5 }
```

Figure 1. Iteration-loop wrt. message passing

Using static WCET analysis to obtain the WCET estimate on the task is not feasible in this example, as the variable `msg` can be changed from outside of the task due to potential preemptions caused by tasks with a higher significant priority. Using program annotation1 concerning the number of messages received by the task might remedy the situation, but it may be error-prone and time-consuming. Consequently, without making any assumptions on the upper bound of the variable `msg`, basic RTA cannot be applied to the systems with this type of task behavior.

An alternative approach is to use simulation-based methods that sample the state space of response times. The first type of simulation technique to use is Monte Carlo simulation, which can be described as keeping the highest result from a set of randomized simulations. Several frameworks already exist in this realm, such as the commercial tool VirtualTime [4] and the academic tool ARTISST [5]. However, the main drawback of using Monte Carlo simulation is the low state-space test coverage, which subsequently decreases the confidence in the

1Program annotation is the information manually provided by a programmer.
results of finding rare worst-case scenarios. The other category is to apply an optimization algorithm (e.g., a (meta)heuristic search algorithm) on top of Monte Carlo simulation, as in [6] and [7], which yields substantially better results, i.e., tighter lower bounds of the WCRT estimation.

Another interesting approach features the use of stochastic task execution times in RTA of hybrid task sets in priority-driven soft real-time systems [8] and schedulability analysis [9]. Nevertheless, this approach currently does not allow for execution dependencies between tasks in the analysis. More recently, [10] presented one promising research concerning the use of statistical-based response time analysis of complex systems containing the task execution dependencies as introduced above, based on Extreme Value Theory [11]. The proposed method has the potential of providing a tighter upper bound of the WCRT estimation when compared to basic RTA, especially regarding the fact that basic RTA can not easily be applied.

In this paper, we present a novel approach to timing analysis of complex real-time systems containing data-driven tasks. Our approach combines a set of analysis methods traditionally inherent in different domains, extending the work presented in [12]. Specifically, the contributions of this paper are three-fold:

- We propose a system model depicting a detailed behavior of data-driven tasks concerning intricate task execution dependencies such as asynchronous message-passing and globally shared state variables between tasks, and we discuss the necessity of having such a new analysis model.

- We highlight a way of representing the WCET of each task as a symbolic formula which is then maximized by using the bounds of the adhering parameters derived from inter-task analysis at system-level, i.e., tasks are not analyzed in isolation.

- We propose a novel idea of formally obtaining WCET and WCRT values of tasks by using upper-part binary search [13] and a model checker, TIMES, after performing a semantic-preserving model transformation between different analysis models as presented in [14]. This also highlights how model-driven techniques can be used to assess relevant issues in the real-time realm.

In our evaluation work, we show that the proposed approach can find the exact WCET and WCRT of tasks in the model, yielding less pessimistic results compared with the WCET estimates on tasks given by a basic assumption, and basic RTA in [15].

The remaining part of the paper is organized as follows: Section 2 firstly presents the necessity of using a new system model to analyze the target system. Secondly, we propose a system model where the WCET of each data-driven task is represented as an expression containing parameters. Then we introduce our prior work on extracting models from real systems, and we show how the modeling language is used in practice. Section 3 firstly gives the problem definition, then highlights how to perform formal timing analysis in TIMES using upper-part binary search, after a semantic-preserving model transformation has been conducted. Section 4 firstly describes the implementation details of our testbed and proposed toolchain, and then it introduces the evaluation performed on a model taken from a real robotic control system. Section 5 and Section 6 present the scalability of the method and related work respectively, and finally, Section 7 concludes the paper and discusses future work.

2 System Model

In this section, we firstly discuss the necessity of using a new system model to perform timing analysis of the target system containing intricate execution dependencies between data-driven tasks. Then we present the proposed system model and its corresponding task execution-time modeling, and finally, we introduce a brief view of our prior work on model extraction including a modeling language used in practice.

Our targeted industrial control systems contain a number of tasks communicating via asynchronous message-passing, sharing Globally Shared State Variables (GSSVs) used for dispatching the control branch, FPPS, on a single processor. The adhering task execution time varies dramatically due to the number of messages consumed or sent by tasks, and the value of GSSVs impacting the selection of control structures in tasks. To perform RTA on such systems, basic RTA uses a task model which assumes that task-level WCET estimates are known, in terms of single numeric values. However, unless program annotation concerning the number of messages consumed or sent by tasks and the value of GSSVs is given, the application of standard static WCET analysis to obtain the WCET estimates of tasks is not feasible. The reason is that the relevant upper bounds of the number of messages and the value of GSSVs are considered to be infinite due to the fact that they can be changed by other tasks. On the other hand, manual annotation may be error-prone (because of lack of detailed runtime information which is the typical case for the systems with above intricate execution dependencies) and far less efficient. Therefore, to obtain a WCET estimate on a single task in the referred system is not appropriate. As shown in Figure 2, Iteration Loops (concerning the number of messages) and GSSVs are in black with the indication of raising the mentioned...
Moreover, the system model uses job-level WCET estimates by considering the number of messages in the buffers concerning data stored in the GSSV and the value of the GSSVs used in selecting control branches. A WCET dependent on external context is often referred to as a parametric WCET. Moreover, the system model uses job-level WCET estimates, which make static WCET analysis feasible as there will be no execution dependencies inside jobs. More important, these task WCET expressions can be maximized by using the bounds of the adhering independent parameters that are obtained by using (exhaustive search) inter-task analysis performed at system-level. Consequently, such WCET estimates can also significantly reduce the pessimism in RTA, when compared to basic RTA using WCET estimates with a basic assumption. As shown in Figure 2, Iteration Loops and GSSVs are in white, indicating that the problems introduced previously can be solved by using the analysis method (to be introduced in Section 3) on the proposed system model.

Hence, the system model $S$ contains a set of non-blocking tasks, each of which consists of $n$ jobs, where $n \in \mathbb{N}$. Each deadline-constrained task $\tau_i$ is a tuple $\tau_i(T_i, C^p_i, D_i, O_i, J_i, P_i)$, where $T_i$ is task period with maximum jitter $J_i$, constant offset $O_i$ and a priority $P_i$. $C^p_i$ is the WCET expression as a function of $b$ buffers (i.e., $U_{i,1}, ..., U_{i,b}$) and $g$ GSSVs (i.e., $V_{i,1}, ..., V_{i,g}$) associated with task $\tau_i$ and execution time on jobs, $D_i$ is the relative deadline ($max(C^p_i) \leq D_i \leq T_i$). The execution of task $\tau_i$ is divided into two types of sections: firstly, a non-volatile (NV) section in which there is no input buffer and GSSV, and secondly, a volatile (V) section containing either one buffer, or a GSSV. In both sections, preemption caused by higher priority tasks is allowed.

### 2.1 WCET Expression of Data-driven Tasks with Execution Dependencies

Each NV section consists of $h$ jobs $j_{i,x}$ in task $\tau_i$, where $x$ is in the range of $[1, h]$. The WCET of the job $j_{i,x}$ is represented as $C(j_{i,x})$, and practically, such a value can be obtained by using either static WCET analysis (which is safe but more pessimistic compared to the exact WCET) or through dynamic WCET estimates based on measurements with probability distribution when dealing with applications with soft real-time constraints. In this work, such WCETs of jobs are obtained by using static WCET analysis, in terms of a single numeric value for each task. Further, the WCET of a NV section containing $h$ jobs is expressed as follows:

$$C_{i,nv} = \sum_{x=1}^{h} C(j_{i,x})$$

There are two types of V section: execution on GSSV and execution on message passing, of which the WCET is heavily dependent on data stored in the GSSV and the number of processed messages in the input buffer associated to task $\tau_i$ respectively.

The WCET estimate on the task with respect to $V_{i,j}$ is:

$$C^p_i(V_{i,j}) = Sel(Val(V_{i,j}, t, \Gamma))$$

where $C_{V_{i,j}} = C_{V_{i,j,1}}, ..., C_{V_{i,j,k}}, C_{V_{i,j,k}}$ is a specified execution-time in the $kth$ branch of control structure in the system, such as if-else, switch-case, and $Sel$ is a function returning the argument specified by the first argument, expressed as $Sel(x, y_0, ..., y_{n-1}) \rightarrow y_x$. Since there are $g$ GSSVs associated with task $\tau_i$, the corresponding WCET of $g$ V sections regarding GSSVs is expressed as follows:

$$\sum_{j=1}^{g} C^p_i(V_{i,j}) = \sum_{j=1}^{g} Sel(Val(V_{i,j}, t, \Gamma), C_{V_{i,j}})$$

The message passing between two non-blocking tasks in the system model conforms to asynchronous communication, i.e., the sending and receiving tasks place no constraints on each other in terms of completion, in the communication process. For each task $\tau_i$ either as a sending or receiving task, there are $b$ input buffers associated, and the execution time of message passing primitives invoked.
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3.3 Timing Analysis by using TIMES
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\[ C^p_i(U_{i,j}) = m_{x_{i,j}} \times (C^{msg\_primitive} + \sum_{x=0}^{l} C(j_{i,x})) \] (4)

where \( m_{x_{i,j}} \) is either the number of messages sent by the
sending task \( \tau_i \) to buffer \( U_{i,j} \), or the number of messages
received from buffer \( U_{i,j} \) by the receiving task \( \tau_i \). Fur-
ther, the value of \( m_{x_{i,j}} \) may not be bounded by the maximum
length of the buffer \( U_{i,j} \) as the preemption caused by
higher priority tasks may preempt the execution in terms of
refilling more messages to the buffer \( U_{i,j} \) at runtime.

In summary, by combining the two parts of task execu-
tion time, i.e., \( V \) and NV sections in task \( \tau_i \), the WCET
expression of task \( \tau_i \) is a function shown as follows:

\[ C^p_i = \sum_{j=1}^{b} C^p_i(U_{i,j}) + \sum_{j=1}^{g} C^p_i(V_{i,j}) + \sum_{j=1}^{c} C_i,n_vj \] (5)

where \( c \) is the number of NV sections in task \( \tau_i \). Since
there are no dependencies between \( U_{i,j} \) and \( V_{i,j} \) (i.e., pa-
rameters in the WCET expression are independent of each
other), the exact WCET of task \( \tau_i \) in the system model can be
obtained by maximizing Equation 5.

2.2 Model Extraction

In general, a major issue when using model-based tim-
ing analysis of existing systems is how to obtain the neces-
sary analysis model, which should be a subset of the origi-
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of lines of code, and is based on program slicing [18].
Though the MXTC tool does not support composing the
WCET expression of tasks in the real system automati-
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model consists of a set of tasks, sharing a single proces-
sor. Each task in RTSSim is a C program, which executes
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cerning the value of the counterpart of the parameters in the RTSSim model is the maximum in the entire system search space in the TIMES model, after analyzing the corresponding reachability properties in TIMES. Moreover, each candidate solution is derived by using Algorithm 1 and Algorithm 2 together with an upper-part binary search algorithm. In the following sections, we will go through the procedure by referring to some detailed examples.

### 3.3.1 Obtaining the WCET of Tasks

Algorithm 1 shows the procedure of maximizing the task WCET expression, i.e., Equation 5 introduced in Section 2.1, by using upper-part binary search and reachability property check in TIMES. As introduced in Section 2, each \( \tau_i \) is associated with \( b \) input buffers and \( g \) GSSVs. The number of messages \( m_{x_i,j} \) (see Equation 4), which is either the number of messages sent by task \( \tau_i \) when \( \tau_i \) is a sending task, or the number of messages received by task \( \tau_i \) when \( \tau_i \) is a receiving task, can be obtained by using an upper-part binary search algorithm in the search space (see lines 4 to 25 in Algorithm 1) consisting of a lower bound 0 (i.e., when the queue is empty) and an upper bound \( \text{queue size} \) (i.e., the maximum queue length which is given either by the assumption under the worst-case scenario when preemption caused by higher priority tasks occurs, or by the experienced engineers who have the knowledge of such system behavior). For the WCET estimate with respect to a GSSV \( V_{i,j} \) (where \( 1 \leq j \leq g \)), it can be obtained by checking the reachability property concerning each condition specified by \( \text{Sel}(Val(V_{i,j},t,\Gamma),CV_{i,j}) \) (see Equation 3 in Section 2.1). The corresponding part in Algorithm 1 covers lines 26-28. Finally, the WCET calculation can be done by using Equation 5, once the value of parameters \( M_i, V_i \) and \( NV_i \) are given.

For a better understanding, we refer to an example where there are two parameters, i.e., parameter \( i \) and \( j \) (see lines 36-53 in Figure 5). The counterpart of the parameter \( i \) in the CTRL task is a bounded integer \( \text{recvIQQ}_i,\text{ctrl} \) in the TIMES model preserving the same semantics, i.e., it counts for the number of times that the primitive \( \text{recvMessage} \) is executed. Step 4 in Table 1 shows that the maximum of the parameter \( i \) is 10 (in bold in Table 1), obtained by checking the reachability properties with regard to \( \text{recvIQQ}_i,\text{ctrl} \), such as \( E \leftarrow \text{recvIQQ}_i,\text{ctrl} == 11 \) (with verification result \( \text{Not satisfied} \)) and \( E \leftarrow \text{recvIQQ}_i,\text{ctrl} == 10 \) (with verification result \( \text{Satisfied} \)) in TIMES using upper-part binary search. The maximum of the parameter \( j \) is 0 due to the fact that the corresponding reachability check in the TIMES model regarding the condition \( \text{gstate1}_i,\text{ctrl} > 6 \) can not be true. The tightness of the results obtained by our proposed method is 16.7% and 100% less pessimistic when compared to the results obtained through our basic assumption (introduced in Section 4.4). Further, our proposed analysis methods can not only contribute to deriving less pessimistic WCET and WCRT estimates of tasks, but it can also save memory space used in the system by providing shortened but assured queue size of messages covering worst-case scenarios.

Next, by using Equation 8 which is populated by relevant timing information about modeling primitives (refer to Section 4.3), the WCET of the CTRL task is 22 (i.e., \( 10 \times 2 + 2 + 0 \times 10 \)). As the result is obtained by exhaustively searching the entire system state space, we believe that this is the exact WCET of the CTRL task in the model. In addition the result is in line with the result derived from simulation-based methods, and thus we have confidence in the result being a safe upper bound.

### 3.3.2 Obtaining the WCRT of Tasks

Before obtaining the WCRT of the task being considered, the sum of all WCETs of higher priority tasks and the task itself has to be calculated by iteratively repeating

---

5The value of \( NV_i \) could either be automatically obtained by using the relevant tool developed, or manually derived from code inspection.
upper-part binary search as introduced in Section 3.3.1. Next, the concept of deriving the exact WCRT by checking the reachability properties with respect to one clock task_clk_rt and a bounded integer task_finish (in the range of 0 and 1) in the TIMES model is explained using Figure 3.

- When the task is released, task_clk_rt is reset to 0, and task_finish is assigned to 0.
- Once the task finishes its execution, task_finish is assigned to 1.

The corresponding reachability property involved in upper-part binary search is as follows:

- \( E <> \) task_clk_rt == Checkpoint and task_finish == 0

**Algorithm 2 wcrt_{\tau_i}()**

1. \( lwb \leftarrow 0, upb \leftarrow upb_{\text{init}} \)
2. \( \text{success} \leftarrow \text{false}, ret_{\text{veri}} \leftarrow \text{false} \)
3. while success = false do
   4. \( p \leftarrow \frac{lwb + upb}{2} \)
   5. \( ret_{\text{veri}} \leftarrow \text{reachabilitycheck}(p) \)
   6. if \( ret_{\text{veri}} = \text{false} \) then
      7. if \( p + 1 = upb \) then
         8. \( wcrt_{\tau_i} \leftarrow p - 1 \)
         9. success \leftarrow true
     else
      10. \( upb \leftarrow p \)
     end if
   else
     12. end if
   end if
   14. if \( lwb = upb - 1 \) then
      15. \( lwb \leftarrow upb \)
   else
     17. \( lwb \leftarrow p \)
   end if
18. end if
20. end while
21. return \( wcrt_{\tau_i} \)

Further, for task \( \tau_i \), i.e., the task under analysis, the initial lower bound used in upper-part binary search is the WCET of the task, i.e., \( C_i \), and the upper bound \( upb_{\text{init}} \) is obtained by Equation 6.

\[
upb_{\text{init}} = \sum_{j \in hp(i)} C_j + C_i \quad (6)
\]

where \( hp(i) \) is the set of all tasks with priority higher than that of task \( \tau_i \).

\( upb_{\text{init}} \) equates to the sum of the WCET of all higher priority tasks and task \( \tau_i \) itself. This is a safe upper bound for which the true WCRT of task \( \tau_i \) cannot be bigger. Next, Algorithm 2 will search the possible maximum of the WCRT of tasks in the model in the range of \( C_i \) and \( upb_{\text{init}} \). Table 2 shows a concrete example of using upper-part binary search in Algorithm 2 to derive the WCRT of the task under analysis in the system model used in the evaluation as introduced in Section 4. The lower bound of the search space concerning the WCRT estimate on the CTRL task is its WCET estimate, i.e., 22 model-time units. 34 (model-time units) which is in bold in Table 2 is the final result obtained through the search procedure.

### Table 2. The procedure of using upper-part binary search to obtain the WCRT of the task under analysis in the example used for the evaluation. The unit is a model-time unit.

<table>
<thead>
<tr>
<th>Step</th>
<th>lwb</th>
<th>upb</th>
<th>Checkpoint</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22</td>
<td>34</td>
<td>28</td>
<td>Satisfied</td>
</tr>
<tr>
<td>2</td>
<td>28</td>
<td>34</td>
<td>31</td>
<td>Satisfied</td>
</tr>
<tr>
<td>3</td>
<td>31</td>
<td>34</td>
<td>32</td>
<td>Satisfied</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>34</td>
<td>33</td>
<td>Satisfied</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>Satisfied</td>
</tr>
</tbody>
</table>

### Figure 3. Using one clock and one bounded integer to calculate WCRT of task on focus in the TIMES model.

4 Experimental evaluation

In this section, we firstly introduce our testbed and the toolchain in details, and then we describe the model used for the evaluation, which is designed to include all the behavioral mechanisms from the system model presented in Section 2. Next, the WCET expression of the tasks in the model is given, and finally, the results comparison between basic RTA using WCET estimates on tasks with a basic assumption and our proposed analysis method is presented.
Figure 4. The toolchain in this work.

4.1 Testbed and Toolchain

Our testbed is running Microsoft Windows XP Professional, version 2002 with Service Pack 3. The computer is equipped with the Intel Core Duo CPU P9400 processor, 3.45 GB RAM and a 6 MB L2 Cache. The processor has 2 cores and 1 frequency level: 2.40 GHz.

The toolchain proposed in this work is showed in Figure 4. A key point here is that the current work concerning semantic-preserving model transformation is conducted and validated manually to ensure that it is not error-prone. More important, the entire toolchain will be automated when the relevant tools, concerning performing automatic model transformation and the process of obtaining the WCET and WCRT of tasks by using Algorithm 1, Algorithm 2 and TIMES introduced in Section 3.3, are developed, as part of our future work.

4.2 Model Description

The evaluation model contains a First-In-First-Out (FIFO) buffer IOQ with a queue size $12^6$ and three periodic, non-blocking tasks executed on a single processor under FPPS, i.e., ENV, IO and CTRL task with the parameters shown in Table 3. The ENV task is an environmental task which generates 2 external events that are stored in the global variable $noEvents$, as shown in line 8 in Figure 5. The complex temporal dependencies between the IO and CTRL tasks are dependent on the input-dependent data placed in the IOQ queue and the GSSV $gstate1$ which vary the execution time of tasks radically:

- The IO task sends an uncertain number (from 0 to 6) of messages to the IOQ queue depending on the value of the global variable $noEvents$: if the value is bigger than 6, then there will be at most 6 messages sent to the IOQ queue; Otherwise, the number of messages sent by the IO task is the same as the value of $noEvents$. Once a message is sent to the IOQ queue, the value of $noEvents$ is accordingly decreased by 1, in order to note that one external event is successfully stored in the IOQ queue.

Moreover, the number of messages sent by the IO task is counted by the local variable $k$ (see lines 16-30 in Figure 5). More important, in line 23, the GSSV $gstate1$ is assigned by the global variable $noEvents$, impacting the WCET of the CTRL task:

- When the CTRL task starts running, it will firstly consume all the messages stored in the IOQ queue. However, in the event that its priority is lower than the priority of the IO task, the CTRL task may be preempted in the loop $\text{do}$ while by the IO task which refills an uncertain number of messages as described previously. This will increase the number of messages consumed by the CTRL task, which is counted by the local variable $i$ (see lines 39-46 in Figure 5).

After consuming all the messages in the IOQ queue, the CTRL task may continue its execution with 10 model-time units more and increase the value of the local variable $j$ depending on whether the value of the GSSV $gstate1$ is bigger than 6 or not (see lines 48-52 in Figure 5).

- The WCET estimate on jobs and modeling primitives in the adhering tasks in the evaluation model is designed as a single numeric value, which is supposed to be obtained by using static WCET analysis in practice.

Table 3. Tasks and task parameters for the evaluation model. The lower numbered priority is more significant, i.e., 0 stands for the highest priority.

<table>
<thead>
<tr>
<th>Task</th>
<th>Priority</th>
<th>Period</th>
<th>$V$ section</th>
<th>Parameter</th>
<th>Job</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENV</td>
<td>0</td>
<td>200</td>
<td>0</td>
<td>No</td>
<td>0</td>
</tr>
<tr>
<td>IO</td>
<td>1</td>
<td>500</td>
<td>1</td>
<td>$k$</td>
<td>1</td>
</tr>
<tr>
<td>CTRL</td>
<td>2</td>
<td>1000</td>
<td>2</td>
<td>$i, j$</td>
<td>2</td>
</tr>
</tbody>
</table>

4.3 The Task WCET Expression

For the IO task, there is only one $V$ section inherent in the asynchronous message-passing with the CTRL task via the IOQ queue. For the CTRL task, there are two $V$ sections inherent in the asynchronous message-passing with the IO task via the IOQ queue and the GSSV $gstate1$ shared with the IO task. Further, all the $V$ sections in both the IO and CTRL tasks are marked with comments in Figure 5 for a better illustration. The WCET expression of the two tasks are as follows:

$C^p_{IO} = C^p_{io,v} = k \times C^{sendMsg}$ \hspace{1cm} (7)

$C^p_{CTRL} = i \times C^{recvMsg} + 2 + j \times C^{(10)}$ \hspace{1cm} (8)

where $C^{sendMsg}$ and $C^{recvMsg}$ are 2 model-time units consumed by the primitives $sendMessage(tcb,$

\footnote{Due to tasks periodicity and priority (refer to Table 3), in the worst-case scenario, the CTRL task would be preempted by the IO task twice in one of its invocation. Further, per preemption, the IO task will refill the maximum number of messages to the buffer IOQ, i.e., 6. The corresponding safe upper bound of the IOQ size is i.e., $\left\lceil \frac{1000}{500} \right\rceil \times 6 = 12$.}
IOQ, 1, 0) and recvMessage(tcb, IOQ, 0) respectively; C(10) represents 10 model-time units consumed by the primitive execute(tcb, 100, 10).

4.4 Basic RTA

In order to apply basic RTA to analyze the evaluation model, the WCET of tasks has to be computed beforehand. Moreover, such WCETs in basic RTA specify the longest time of executing the code of the task on the CPU uninterrupted. However, since the variables are dependent on other tasks, such as ioevent and gstate1_ctrl in the CTRL task, they are unbounded. Unless program annotation is given, the application of static WCET analysis is not feasible. Manual annotation may be error-prone and far less efficient. In addition, with the purpose of performing safe analysis, covering the system model worst-case behavior when runtime information is missing, the annotation to, e.g., ioevent and gstate1_ctrl is given by the basic assumption, that is, the maximum queue length (i.e., 12) and the maximum of the variable (i.e., 1). Further, our basic assumption is also at system-level, since the way of designing queue size takes the possibility of task preemption into consideration. Once the value of parameters is obtained, the WCET of tasks can be calculated and plugged into the response-time computation formula in basic RTA, in a position to obtain the WCRT of tasks on focus. Note that the cost of executing 12 true evaluations of the control structure do while and 1 false evaluation is not considered under the assumption that such costs are far smaller compared with the WCET of jobs and execution of primitives such as message passing.

4.5 Results Comparison

In Table 4, the value of parameter i obtained by TIMES is 10, and can be seen to be 16.7% (i.e., (12 – 10)/12 × 100%) less pessimistic than 12 given by our basic assumption relying on the use of maximum queue length. Moreover, the value of parameter j obtained by TIMES, i.e., 0, is 100% (i.e., (1 – 0)/1 × 100%) less pessimistic when compared with the value assumed by our basic assumption, i.e., the maximum of the variable. This shows that the worst-case behavior can never include executing the statement execute(tcb, 100, 10) due to the condition that gstate1_ctrl > 6 cannot be true. Next, concerning the WCET of the CTRL task, the result using the value of parameters obtained by using TIMES is 38.1% (i.e., (36 – 22)/36 × 100%) less pessimistic when compared with the WCET estimate derived from a basic assumption, as shown in Table 5. Regarding the WCRT of the CTRL task, clearly, the result given by TIMES reduces the pessimism by 29.2% (i.e., (48 – 34)/48 × 100%) when compared to basic RTA.

5 Scalability of the Method

A common issue when using a model checker is the risk of state space explosion, though the corresponding results of the analysis are ensured to cover the worst-case scenario. We would like to separate the scalability of the method presented in this paper from the efficiency of the model checker handling the problem, since the current analysis tool TIMES may not be the optimal solution.

Further, TIMES provides the functionality of converting the TIMES model which consists of a network of task automata, to the timed automata used in UPPAAL tool, which could be used for instance to measure the growth rate of the system state space and memory assumption when the number of jobs, GSSVs and message queues are changed. However, such a process failed due to many errors caused by the obsolete modeling pattern of timed automata encoded by TIMES in the conversion process, especially regarding the scheduler automaton encoded in TIMES. Therefore, in this work, it is impossible to use, e.g., verifyta in UPPAAL to achieve the goal. Nonetheless, we can provide information about the growth rate of the system space concerning the GSSVs in terms of Big O notation [23], i.e., \( O(m^n) \), where \( m \) is the maximum interval of \( n \) GSSVs, and \( n \) is the number of GSSVs.

By checking each reachability property using our experimental computer as introduced in Section 4.1, the time in which an answer is returned by a verification engine in TIMES is less than 1 second. Moreover, we succeeded in analyzing the system model containing 4 periodic non-blocking tasks with 2 message queues and 2 GSSVs successfully. However a small example such as this is not sufficient evidence of scalability and therefore more experimentation will be performed as part of future work. Preferably, the method proposed in this work is better off

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Basic Assumption</th>
<th>TIMES</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>j</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>k</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>WCET/WCRT</th>
<th>Basic RTA using WCET Estimates on Tasks with Basic Assumption</th>
<th>TIMES</th>
</tr>
</thead>
<tbody>
<tr>
<td>WCET(IO)</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>WCET(CTRL)</td>
<td>36</td>
<td>22</td>
</tr>
<tr>
<td>WCRT(CTRL)</td>
<td>48</td>
<td>34</td>
</tr>
</tbody>
</table>
fittings to the case where the size of the system model is relatively small, e.g., there is a small number of tasks, message queues, jobs, and GSSVs. However, on the positive side, our approach would return accurate information about the WCET and WCRT of the tasks under analysis in the system model containing intricate execution dependencies between tasks.

6 Related Work

This section introduces related work which has not been discussed previously. The prior work presented in the field of WCET analysis [24] generally does not consider handling asynchronous message-passing and globally shared state variables between tasks. Instead, such work assume that tasks in the analysis are isolated and independent of each other. For RTA, the current work on execution precedence constraints of tasks is presented in [25]. The latest work on temporal dependencies between tasks, in terms of offset, is presented in [26]. The work about using timed automata-based analysis to perform worst-case response-time analysis of an in-car radio navigation system and conformance tests for real-time systems with timed automata specification are presented in [27] and [28] respectively.

Another interesting work is to use model-based schedulability analysis of safety critical hard real-time Java programs by using the model checker UPPAAL as presented in [29]. However, the tasks (or threads as introduced in [29]) do not have the execution dependencies that we are aiming at, such as asynchronous message passing impacting the number of the adhering loop iterations and globally shared state variables used for dispatching the control branch.

7 Conclusions and future work

In this paper we have presented a novel approach to timing analysis of software systems with task execution dependencies. We proposed a new system model to allow for a more complex task WCET expression which could be maximized by using bounds of parameters obtained by inter-task analysis at system-level. Given this model, we showed how to derive the exact WCRT of a task using TIMES. By applying the approach presented in the paper to a model derived from a real robotic control system shows the benefit, in terms of reduced pessimism, over basic RTA and WCET estimates using our basic assumption, e.g., maximum queue size and maxima of the variables. As part of our future work, the proposed method will be extended to handle cases in which the priority and period of the task under analysis can be changed by other tasks during runtime. More important, the possibility of using other model checkers will be explored with the focus on better dealing with the state space explosion issue, as well as modeling context switch and/or scheduler cost.


```c
#define IOQSIZE 12

int nofEvents = 0;
int gstate1_ctrl = 0;

void RTSSim_ENV_IO(TCB* tcb)
{
    nofEvents += 2;
}

void RTSSim_IO(TCB* tcb)
{
    int eventsToProcess = 0;
    int k = 0; // parameter k
    if (nofEvents > 6)
    {
        eventsToProcess = 6;
    }
    else{
        eventsToProcess = nofEvents;
    }
    gstate1_ctrl = nofEvents;
    while(eventsToProcess-- > 0) // V section starts
    {
        sendMessage(tcb, IOQ, 1, 0);
        k++;
    } // V section ends
}

void RTSSim_CTRL(TCB* tcb)
{
    int ioevent = 0;
    int i = 0; // parameter i
    int j = 0; // parameter j
    do{ // V section starts
        ioevent = recvMessage(tcb, IOQ, 0);
        if (ioevent > -1)
        {
            i++;
        }
    }while (ioevent > -1); // V section ends
    if(gstate1_ctrl > 6) // V section starts
    {
        execute(tcb, 100, 10);
        j++;
    } // V section ends.
}
```

Figure 5. The RTSSim model used in the evaluation.